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Abstract—We consider the problem of clustering noisy finite-length observations of stationary ergodic random processes according to their nonparametric generative models without prior knowledge of the model statistics and the number of generative models. Two algorithms, both using the $L^1$-distance between estimated power spectral densities (PSDs) as a measure of dissimilarity, are analyzed. The first algorithm, termed nearest neighbor process clustering (NNPC), to the best of our knowledge, is new and relies on partitioning the nearest neighbor graph of the observations via spectral clustering. The second algorithm, simply referred to as $k$-means (KM), consists of a single $k$-means iteration with farthest point initialization and was considered before in the literature, albeit with a different measure of dissimilarity and with asymptotic performance results only. We show that both NNPC and KM succeed with high probability under noise and even when the generative process PSDs overlap significantly, all provided that the observation length is sufficiently large. Our results quantify the tradeoff between the overlap of the generative process PSDs, the noise variance, and the observation length. Finally, we present numerical performance results for synthetic and real data.

I. INTRODUCTION

Consider a set of $N$ noisy length-$M$ observations of stationary ergodic random processes stemming from $L < N$ (typically $L \ll N$) different generative models. We want to cluster these observations according to their generative models without prior knowledge of the model statistics and the number of generative models $L$. This problem arises in many domains of science and engineering where large amounts of data have to be divided into meaningful subsets in an unsupervised fashion, e.g., for efficient processing or storage. Examples include clustering of audio and video sequences [1], electrocardiography (ECG) recordings [2], and industrial production indices [3].

Many existing random process clustering methods quantify the dissimilarity between observations using the Euclidean distance between either estimated model parameters [3], or estimated cepstral coefficients [2], [4], or normalized periodograms [5]. Other methods rely on divergences (e.g., Kullback-Leibler divergence) between normalized periodograms [6], [7] or use the distributional distance between processes [8], [9]. In all cases the resulting distances are then fed to a standard clustering algorithm such as $k$-means or hierarchical clustering. Another line of work employs a Bayesian framework to infer the cluster assignments, e.g., according to a maximum a posteriori criterion [10]. While many of these approaches have proven effective in practice, corresponding analytical performance results are scarce. Moreover, existing analytical results are mostly concerned with the asymptotic regime where the observation length tends to infinity (see, e.g., [3], [6]–[9]); the finite observation-length regime has attracted virtually no attention.

Contributions: We consider two process clustering algorithms that apply to nonparametric generative models and measure dissimilarity between observations through the $L^1$-distance between estimated power spectral densities (PSDs). The first algorithm, termed nearest neighbor process clustering (NNPC), is inspired by the subspace clustering algorithm described in [11] and, to the best of our knowledge, has not been considered in the literature before. NNPC relies on partitioning the $q$-nearest neighbor graph of the observations via spectral clustering (the number of nearest neighbors $q$ is a parameter of NNPC). The second algorithm, which will simply be referred to as $k$-means (KM), consists of a single $k$-means iteration with farthest point initialization [12] and was first proposed in [8] with a different distance measure. The original formulation of KM was shown in [8] to deliver the correct segmentation with probability tending to 1 as the observation length $M \to \infty$.

Assuming real-valued zero-mean stationary ergodic Gaussian processes as generative models, we characterize the performance of NNPC and KM analytically for finite-length observations contaminated by independent additive white Gaussian noise. We find that both algorithms succeed with high probability even when the (true) PSDs exhibit significant overlap, all provided that the observation length is sufficiently large. Our analytical results quantify the tradeoff between observation length, noise variance, and distance between the (true) PSDs of the generative models. Finally, we evaluate the performance of the two algorithms on synthetic and on real data.

Notation: We use lowercase boldface letters to denote vectors, uppercase boldface letters to designate matrices, and the superscript $T$ stands for transposition. $v_i$ is the $i$th entry of the vector $v$. For the matrix $A$, $A_{i,j}$ designates the entry in row $i$ and column $j$, $\|A\|_F$ its maximum singular value, and $\|A\|_F := (\sum_{i,j} |A_{i,j}|^2)^{1/2}$ its Frobenius norm. $I$ stands for the identity matrix. The $i$th element of a sequence $x$ is denoted by $x[i]$. For a positive integer $N$, $[N]$ designates the set $\{1, 2, \ldots, N\}$. $E[X]$ is the expectation of the random variable $X$ and the notation $Y \sim X$ indicates that the random variable $Y$ has the same distribution as $X$. We say that a subgraph $H$ of a graph $G$ is connected if every pair of nodes...
in $H$ can be joined by a path with nodes exclusively in $H$. A connected subgraph $H$ of $G$ is called a connected component of $G$ if there are no edges between $H$ and the remaining nodes in $G$ [13].

II. FORMAL PROBLEM STATEMENT AND ALGORITHMS

We consider the following clustering problem: Given the unlabeled data set $X = X_1 \cup \cdots \cup X_L$ of cardinality $N$, where $X_i = \{x_i^{(\ell)}\}_{\ell=1}^N$ contains the contiguous noisy length-$M$ observations $x_i^{(\ell)}$ of the real-valued stationary ergodic random process $X^{(\ell)}[m], m \in \mathbb{Z}$, corresponding to the $\ell$th generative model, find the partition $X_1, \ldots, X_L$. The statistics of the generative models and of the noise processes, as well as the number of generative models, are all assumed unknown.

Both clustering algorithms we consider are based on the following distance measure. Denoting the PSD of $X^{(\ell)}$ by $s^{(\ell)}(f)$, $\ell \in [0, 1]$, we define the distance between $X^{(k)}$ and $X^{(\ell)}$ by $d(X^{(k)}, X^{(\ell)}) := \frac{1}{2} \int_0^1 |s^{(k)}(f) - s^{(\ell)}(f)| df$. For processes $X^{(\ell)}$ with unit power, i.e., $\int_0^1 s^{(\ell)}(f) df = 1$, $\ell \in [L]$, the factor $1/2$ ensures that $d(X^{(k)}, X^{(\ell)})$ takes on values in $[0, 1]$. $d(X^{(\ell)}, X^{(\ell)})$ essentially quantifies the dissimilarity between the support sets of $s^{(k)}$ and $s^{(\ell)}$, i.e., it is close to 1 when $s^{(k)}$ and $s^{(\ell)}$ are concentrated on disjoint frequency bands.

We now present the NNPC and the KM algorithms. Recall that NNPC is inspired by the subspace clustering algorithm introduced in [11], and KM is obtained by replacing the distance measure in Algorithm 1 in [8] by the distance measure $d$ defined above.

The NNPC algorithm. Given a set $X$ of $N$ length-$M$ observations, the number of generative models $L$ (the estimation of $L$ from $X$ is discussed below), and the parameter $q$, carry out the following steps:

Step 1: For every $\hat{x}_i \in X$, estimate the PSD $\hat{s}_i(f)$ via the Blackman-Tukey (BT) estimator according to

$$\hat{s}_i(f) := \sum_{m=-M+1}^{M-1} g[m] \hat{r}_i[m] e^{-i 2 \pi f m}, \text{ where} (1)$$

$$\hat{r}_i[m] := \frac{1}{M} \sum_{n=1}^{M} \hat{x}_i[n + m] \hat{x}_i[n], \quad |m| \leq M - 1,$$

and $g[m], m \in \mathbb{Z}$, is an even window function (i.e., $g[m] = g[-m]$) with $g[0] = 1$ and nonnegative bounded discrete-time Fourier transform $g(f)$, i.e., $0 \leq g(f) \leq A < \infty, f \in [0, 1]$. Identify the set $T_i \subset [N] \setminus \{i\}$ of cardinality $q$ defined through

$$d(\hat{x}_i, \hat{x}_j) \leq d(\hat{x}_i, \hat{x}_p), \quad \text{for all } j \in T_i \text{ and all } p \notin T_i.$$

Step 2: Let $z_j \in \mathbb{R}^N$ be the vector with $i$th entry $\exp(-2i \pi \hat{x}_i \hat{x}_j)$, if $j \in T_i$, and 0, if $j \notin T_i$.

Step 3: Construct the adjacency matrix $A$ according to $A = Z + Z^T$, where $Z = [z_1 \ldots z_N]$.


The KM algorithm [8]. Given a set $X$ of $N$ length-$M$ observations and the number of generative models $L$, carry out the following steps:

Step 1: Initialize $c_l := 1$ and $\hat{X}_l := \{\}$ for all $\ell \in [L]$.

Step 2: For every $\hat{x}_i \in X$, estimate the PSD $\hat{s}_i(f)$ via the BT estimator [1].

Step 3: for $p = 2$ to $L$ do:

$$c_p := \arg \max_{\ell \in [N]} \min_{\ell \in [p-1]} d(\hat{x}_i, \hat{x}_{c_{\ell}}).$$

Step 4: for $i = 1$ to $N$ do:

$$\ell^* := \arg \min_{\ell \in [L]} d(\hat{x}_i, \hat{x}_{c_{\ell}}),$$

$$\hat{X}_\ell \leftarrow \hat{X}_\ell \cup \{\hat{x}_i\}.$$

Both algorithms are based on comparing distances between observations, and are therefore meaningful only if the observations are of comparable average power.

We henceforth denote the nearest neighbor graph with adjacency matrix $A$ obtained in Step 3 of NNPC by $G$. The parameter $q$ in the NNPC algorithm determines the number of edges in $G$. Choosing $q$ too small may result in the observations stemming from a given generative model forming multiple connected components in $G$ and hence not being assigned to the same cluster. This problem can be countered by increasing $q$, which, however, increases the chances of observations coming from different generative models being connected in $G$ and hence being misclustered. The issue of how to choose $q$ in practice is further discussed in the next section.

In the NNPC algorithm $L$ may be estimated using the eigengap heuristic [13], which relies on the fact that the number of zero eigenvalues of the normalized Laplacian of $G$ corresponds to the number of connected components of $G$.

We finally note that the BT PSD estimates [1] can be computed efficiently via the FFT.

III. PERFORMANCE RESULTS

For our analytical performance results, we assume that the $x_i^{(\ell)}$, for given $\ell$, are obtained as contiguous length-$M$ observations of $X^{(\ell)}[m] := X^{(0)}[m] + W^{(\ell)}[m], m \in \mathbb{Z}$, where $X^{(0)}$ is zero-mean stationary Gaussian with PSD $s^{(0)}(f)$, and $W^{(\ell)}$ is a zero-mean white Gaussian noise process with variance $\sigma^2$ and independent of $X^{(\ell)}$. Note that the noise statistics are identical across the generative models. The autocorrelation functions (ACFs) $r^{(\ell)}(m) := \int_0^1 s^{(\ell)}(f) e^{2 \pi i f m} df$ are assumed absolutely summable, i.e., $\sum_{m=-\infty}^{\infty} |r^{(\ell)}(m)| < \infty, \ell \in [L]$, which implies ergodicity of the corresponding $X^{(\ell)}$. Further, we assume that the PSDs are normalized according to $\int_0^1 s^{(\ell)}(f) df = 1, \ell \in [L]$, and we define $B := \max_{\ell \in [L]} \sup_{f \in [0,1)} |s^{(\ell)}(f)|$. Our performance results depend on the maximum ACF moment $\mu_{max} := \max_{\ell \in [L]} \mu^{(\ell)}$, where $\mu^{(\ell)} := \sum_{m=-\infty}^{\infty} \sup_{h^{(\ell)}[m]|r^{(\ell)}(m)|}$ with

$$h(m) := \begin{cases} 1 - g(m)(1 - |m|/M), & \text{for } |m| < M \\ 1, & \text{otherwise.} \end{cases}$$

(2)

For each $\ell$, the $x_i^{(\ell)}$ may either stem from independent realizations of $X^{(\ell)}$ or correspond to different (possibly overlapping) length-$M$ segments of a given realization of $X^{(\ell)}$. In the latter case the $x_i^{(\ell)}$ will not be statistically independent in general.

Our main result for NNPC ensures the no false connections (NFC) property defined as follows.

Definition 1 (No False Connections Property). $G$ has no false connections if, for all $\ell \in [L]$, nodes corresponding to $X_\ell$ are connected to other nodes corresponding to $X_\ell$ only.
Although the NFC property alone does not guarantee correct clustering, it was found to be a sensible performance measure for subspace clustering algorithms (see, e.g., [11], [14]). To ensure correct clustering one would additionally have to ensure that the subgraphs of $G$ corresponding to the $X_i$ are connected. Proving connectivity for NNPC appears to be difficult in the noisy finite observation-length regime.

**Theorem 1.** Let $q \leq \min_{i\in[L]}(n_i - 1)$ and let $X$ be generated according to the data model described above. Then, the clustering condition

$$
\min_{k, \ell \in [L]: k \neq \ell} d(X^{(k)}, X^{(\ell)}) > 8A(B + \sigma^2)\sqrt{\frac{2\log M}{M} + 2\mu_{\max}} \tag{3}
$$

guarantees that $G$ has NFC with probability at least $1 - 2N/M^2$.

Our main result for KM comes in terms of a stronger performance guarantee, namely it ensures correct clustering. This is thanks to the fact that KM does not have a spectral clustering step and is hence much easier to analyze. On the other hand NNPC typically outperforms KM in practice.

**Theorem 2.** Let $X$ be generated according to the data model described above. Then, under the clustering condition (3), the partition $X_1, \ldots, X_L$ of $X$ inferred by KM corresponds to the true partition $X_1, \ldots, X_L$ with probability at least $1 - 2N/M^2$.

The proofs of Theorems 1 and 2 are given in the Appendix. Theorems 1 and 2 essentially state that NNPC and KM succeed even when the PSDs $s^{(t)}$ of the $X^{(t)}$ overlap significantly and the observations are contaminated by strong noise, all this provided that the observation length $M$ is sufficiently large and the window $g$ smoothes the BT PSD estimates appropriately so that $\mu_{\max}$ is small. The clustering condition (3) quantifies the tradeoff between the (maximum) amount of overlap of the $s^{(t)}$ (through $\min_{k, \ell \in [L]: k \neq \ell} d(X^{(k)}, X^{(\ell)})$), the observation length $M$, and the noise variance $\sigma^2$. The first term on the RHS of (3) vanishes as $M \to \infty$. For $r^{(t)}$ with small essential support relative to $M$, i.e., $r^{(t)}[m] \approx 0$ for $m \geq M_0$ with $M_0 \ll M$, choosing $g$ such that $g[m] \approx 1$ for $m \leq M_0$ yields $\mu_{\max} \ll 1$ (since $h[m] \approx 1 - g[m] \approx 0$ for $m \leq M_0$). Hence, the clustering condition (3) can indeed be satisfied if the $r^{(t)}$ decay rapidly enough. Note that the choice of $g$ affects the constant $A$. In particular, increasing the width of $g$ results in larger $A$.

To ensure that the probability of success of NNPC and KM is high, we need to take $M \gg \sqrt{N}$, i.e., the observation length should be large relative to the square root of the number of observations.

We next address the choice of $q$ for NNPC. The condition $q \leq \min_{i\in[L]}(n_i - 1)$ in Theorem 1 depends on the unknown quantities $n_i$ and admits a large range of values for $q$ only if the clusters have balanced sizes, i.e., if $n_i \approx N/L$, $\ell \in [L]$. In practice, however, the performance of NNPC is observed to be quite robust w.r.t. the choice of $q$ even when the cluster sizes are imbalanced.

We would like to point out that virtually all existing analytical performance results for random process clustering apply to the asymptotic regime where $M \to \infty$, for $N$ fixed. The results that come closest to ours in spirit can be found in [6], [7], where it is shown, in the asymptotic setting, that observations coming from different generative models can consistently (in the statistical sense) be discriminated via a PSD-based distance measure, provided that the PSDs of the generative models differ on a set of positive Lebesgue measure.

Finally, we note that the random process clustering problem considered here can be cast as a subspace clustering problem simply by interpreting the observations $\tilde{z}_t$ as vectors in $\mathbb{R}^M$. Numerical results, not reported here, demonstrate, however, that NNPC clearly outperforms its subspace clustering cousin, the thresholding based subspace clustering (TSC) algorithm [11]. This is thanks to NNPC exploiting the stationarity of the generative models, a property that is usually inexistent in subspace clustering and is hence not taken into account by TSC.

### IV. NUMERICAL RESULTS

**Synthetic data:** We evaluate the performance of NNPC and KM in terms of the clustering error (CE), i.e., the fraction of misclustered observations. We consider $L = 3$ generative ARMA models with PSDs $s_{a,b}(f) = |\sum_{n=1}^{m+1} b_n e^{-2\pi i nf}|^2 / |\sum_{i=1}^{m+1} a_n e^{-2\pi i nf}|^2$, where $a$ and $b$ are coefficient vectors of length $n + 1$ and $m + 1$, respectively. We choose $a_1 = 1, b_1 = [3/4 1 - 7/4 1/2], a_2 = 1, b_2 = [1/2 5/4 - 3/2 3/4], a_3 = [1 - 1/5 2/5 1/10], b_3 = 1$, and then normalize the coefficient vectors to ensure that the processes have unit power. It can be seen in Figure 1 (left) that the process PSDs overlap significantly. For the BT PSD estimator, we use a Gaussian window $g$ with standard deviation 50 for both NNPC and KM. We sample $n_t = 25$ independent observations from each generative model, and for each value of $M$ the CE is averaged over 200 such problem instances. The number of generative models $L = 3$ is assumed known. The performance of NNPC is rather insensitive to the choice of $q$ for $10 \leq q \leq 20$ (corresponding results are not shown here) and we set $q = 10$. Figure 1 (right) shows the resulting average CE as a function of $M$. NNPC is seen to consistently outperform KM. For larger $M$ the performance difference between NNPC and KM becomes less pronounced. Note that for the choice of model parameters and window function in this experiment the clustering condition (3) is not satisfied.

**Real data:** We consider the problem of clustering sequences of human locomotion according to the activities performed. Specifically, we repeat the experiment from [9], [15].

![Fig. 1. PSDs of the generative models (left) and average CE as a function of $M$ (right).](http://www.nari.ee.ethz.ch/commth/research/)
which uses the Carnegie Mellon Motion Capture database containing motion sequences of 149 subjects performing various activities. The motion sequences describe the positions of markers on different body parts over time, recorded using optical tracking. The experiment is based on subjects #16 and #35 for which the database contains 49 and 33 sequences, respectively, labeled either as “walking” or “running”. We assume \( L = 2 \) to be known and we cluster the sequences describing the motion of the marker placed on the right foot of the subject. Differences in sequence lengths are accounted for by zero-padding to the maximum sequence length. Furthermore, we normalize the BT PSD estimates to unit power. Table I lists the CE as well as the entropy of the clustering confusion matrix \( S \) (defined in [15, Sec. 6]) for \( q = 6 \) (i.e., the value in \([\min_{\ell \in [L]} (n_{\ell} - 1)]\) which yields the lowest CE and \( S \) concurrently). Comparing \( S \) to the corresponding values reported in [9, 15], we find that for subject #35 NNPC and KM perform better than the algorithm proposed in [15] and match the performance of the algorithm considered in [9], while for subject #16 NNPC outperforms both of these algorithms as well as KM.

### Table I

<table>
<thead>
<tr>
<th>subject</th>
<th>NNPC CE</th>
<th>( S ) CE</th>
<th>KM CE</th>
<th>( S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>#16</td>
<td>0.02</td>
<td>0.09</td>
<td>0.24</td>
<td>0.55</td>
</tr>
<tr>
<td>#35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

APPENDIX

The central element in the proofs of Theorems 1 and 2 is the following result, proven at the end of the Appendix.

**Theorem 3.** Consider a data set \( \mathcal{X} \) generated according to the data model described in Section III. Then, the clustering condition (3) implies

\[
\min_{k, \ell \in [L]}: i \in [n_k], j \in [n_\ell] \quad \min_{k \neq \ell} d(\hat{x}_j(i), \hat{x}_i(\ell)) > \max_{\ell \in [L]}: i, j \in [n_{\ell}]; i \neq j d(\hat{x}_j(i), \hat{x}_j(i))
\]

with probability at least \( 1 - 2N/M^2 \).

**Proof of Theorem 3** [8] The NFC property for \( q = \min_{\ell \in [L]} (n_{\ell} - 1) \) is a direct consequence of (4), which by Theorem 3 is implied by the clustering condition (3).

**Proof of Theorem 2** The proof is effected by showing that in Step 3 KM selects an observation with a different generative model in every iteration, i.e., \( \{\hat{x}_{\ell \ell}\}_{\ell=1}^M \) contains exactly one observation of each generative model, provided that the clustering condition (3) and hence, by Theorem 3, (5) holds. The argument is then concluded by noting that, again by (5) and hence by (3), the partition \( \mathcal{X}_1, \ldots, \mathcal{X}_L \) obtained in Step 4 corresponds to the true partition \( \mathcal{X}_1, \ldots, \mathcal{X}_L \).

Suppose that after the \( p \)th iteration in Step 3 of KM the observations \( \hat{x}_{\ell \ell}, \ell \in [L] \), all come from different generative models, and assume w.l.o.g. that the generative model underlying \( \hat{x}_{\ell \ell} \) has index \( \ell \), for \( \ell \in [p] \). For iteration \( p+1 \), it follows from (5) that

\[
\max_{k \in [L], \ell \in [p]} \min_{i \in [N]} d(\hat{x}_i, \hat{x}_i) = \max \left\{ \max_{k \in [p]}: \ell \in [p], \min_{i \in [N]} d(\hat{x}_i, \hat{x}_i) \right\}
\]

for all \( \ell \in [L], k \neq \ell \). Comparing the preceding argument for \( p = 2, \ldots, L \), we find that, indeed, \( \{\hat{x}_{\ell \ell}\}_{\ell=1}^M \) contains exactly one observation of each generative model.

**Proof of Theorem 3** Let \( \tilde{s}(\ell)(f) \) := \( s(\ell)(f) + u(\ell)(f) \) with \( u(\ell)(f) = \sigma^2, f \in [0, 1] \), for all \( \ell \in [L] \), be the PSD of \( \hat{x}_i(\ell) \) and \( \tilde{\tilde{x}}(\ell)(f) \) the corresponding ACF. Define \( \epsilon_i(\ell) := \tilde{s}(\ell)(f) - \tilde{\tilde{x}}(\ell)(f) \) and set \( \varepsilon := \max_{\ell \in [L], i \in [n_k]} \sup_{f \in [0, \pi]} |\epsilon_i(\ell)(f)| \). We have for all \( \ell, \ell \in [L], i \in [n_k], j \in [n_\ell] \),

\[
d(\hat{x}_j, \hat{x}_i) = \frac{1}{2} \int_0^1 \left| s_j(f) - s_i(f) \right| df = \frac{1}{2} \int_0^1 \left( s_j(f) + w(\ell)(f) + \epsilon_j(f) \right) \left( -s_i(f) + w(\ell)(f) + \epsilon_i(f) \right) df
\]

\[
\leq d(X(\ell), X(\ell)) + \frac{1}{2} \int_0^1 \left| \epsilon_i(f) \right| df + \frac{1}{2} \int_0^1 \left| \epsilon_j(f) \right| df
\]

\[
\leq d(X(\ell), X(\ell)) + \varepsilon.
\]

Reversing the triangle inequality leading to (6) it follows similarly that

\[
d(\hat{x}_j, \hat{x}_i) \geq d(X(\ell), X(\ell)) - \varepsilon
\]

for all \( \ell, \ell \in [L], i \in [n_k], j \in [n_\ell] \). Replacing \( d(\hat{x}_j, \hat{x}_i) \) on the RHS of (8) by the upper bound in (7) and using the lower bound in (8) on the LHS of (8), we find that (4) is implied by

\[
\min_{k, \ell \in [L]: k \neq \ell} d(X(\ell), X(\ell)) > 2\varepsilon.
\]

We continue by upper-bounding \( \varepsilon \). To this end, define \( Q_m \in \{0, 1\}^{M \times M} \) as \( Q_{m,\ell,\ell} = 1 \) if \( v - u = m \), and \( Q_{m,\ell,\ell} = 0 \) otherwise, \( M := \{-M + 1, -M + 2, \ldots, M - 1\} \), and \( G(f) := \sum_{m \in M} g(m) \cos(2\pi f m Q_m) \), i.e., \( G_{u,v}(f) = G_{u,v}(f) = g(v - u) \cos(2\pi f (v - u)) \). Now,
with $x \in \mathbb{R}^M$ the random vector containing the elements of $\tilde{x}^{(t)}$, it holds for $m \in \mathcal{M}$ that

$$
\hat{r}^{(t)}[m] = \frac{x^TQ_mx}{M} \quad \text{and} \quad \hat{r}^{(t)}[m] = \frac{E[x^TQ_mx]}{M - |m|}.
$$

With these relations we have

$$
\sup_{f \in \{0,1\}} e_i^{(t)}(f) = \sup_{f \in \{0,1\}} \left| \frac{1}{M} \left( x^TQ_mx - E[x^TQ_mx] \right) - \sum_{m \in \mathcal{M}} h[m]r^{(t)}[m]e^{-i2\pi fm} \right| = \sup_{f \in \{0,1\}} \left| \frac{1}{M} \left( x^TQ_mx - E[x^TQ_mx] \right) - \sum_{m \in \mathcal{M}} h[m]r^{(t)}[m]e^{-i2\pi fm} \right|
$$

and

$$
= \sup_{f \in \{0,1\}} \left| \frac{1}{M} \left( x^TQ_mx - E[x^TQ_mx] \right) - \sum_{m \in \mathcal{M}} h[m]r^{(t)}[m]e^{-i2\pi fm} \right|
$$

$$
\leq \sup_{f \in \{0,1\}} \left| \alpha_i^{(t)}(f) + \sum_{m \in \mathcal{M}} h[m]|r^{(t)}[m]| + |h[0]| \sigma^2 \right|
$$

$$
= \sup_{f \in \{0,1\}} \left| \alpha_i^{(t)}(f) + \mu_{\max} \right|
$$

Next, we note that $\|B + B^T\|_F \leq 2\|B\|_F \leq 2\sqrt{M}\|B\|_{2 \rightarrow 2}$ and $\|B\|_{2 \rightarrow 2} \leq \|C\|_{2 \rightarrow 2}$, $G(f)\|_{2 \rightarrow 2} \leq \|R + \sigma^2I\|_{2 \rightarrow 2}$, $G(f)\|_{2 \rightarrow 2} \|A + \sigma^2\| \leq A$. Setting $\delta = 2 \log(M)$ and using $\delta/M < 1$, for $M > 1$, (13) yields

$$
P \left[ \sup_{f \in \{0,1\}} \alpha_i^{(t)}(f) \geq 4A(B + \sigma^2) \right] \leq \frac{2 \log M}{M^2}.
$$

Finally, it follows from a union bound argument that

$$
P[F] \geq 1 - \sum \sup_{f \in \{0,1\}} \left( \alpha_i^{(t)}(f) \right) \geq 4A(B + \sigma^2) \sqrt{\frac{2 \log M}{M^2}}.
$$
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