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#### Abstract

In this paper we study the identification of a time-varying linear system whose response is a weighted superposition of time and frequency shifted versions of the input signal. This problem arises in a multitude of applications such as wireless communications and radar imaging. Due to practical constraints, the input signal has finite bandwidth $B$, and the received signal is observed over a finite time interval of length $T$ only. This gives rise to a time and frequency resolution of $1 / B$ and $1 / T$. We show that this resolution limit can be overcome, i.e., we can recover the exact (continuous) time-frequency shifts and the corresponding attenuation factors, by essentially solving a simple convex optimization problem. This result holds provided that the distance between the time-frequency shifts is at least $2.37 / B$ and $2.37 / T$, in time and frequency. Furthermore, this result allows the total number of time-frequency shifts to be linear (up to a log-factor) in $B T$, the dimensionality of the response of the system. More generally, we show that we can estimate the time-frequency components of a signal that is $S$-sparse in the continuous dictionary of time-frequency shifts of a random (window) function, from a number of measurements, that is linear (up to a $\log$-factor) in $S$.


## 1 Introduction

The identification of time-varying linear systems is a fundamental problem in many engineering applications. Concrete examples include radar and the identification of dispersive communication channels. Radar systems and wireless communication channels are typically modeled as linear systems whose response is a (continuous) weighted superposition of delayed and Doppler shifted versions of the input signal. In general, the response of such a system $H$ to an input signal $x$ is given by

$$
(H x)(t)=\iint s_{H}(\tau, \nu) x(t-\tau) e^{i 2 \pi \nu t} d \nu d \tau
$$

where $s_{H}(\tau, \nu)$ denotes the spreading function which characterizes the system. Identification of $H$ amounts to estimate the (unknown) spreading function from an input-output measurement. The input signal $x(t)$ is known and can be controlled by the system engineer. We assume that the spreading function consists of $S$ point scatterers. In radar, those point scatterers correspond to

[^0]moving targets. Mathematically, this means that the spreading function is of the form
$$
s_{H}(\tau, \nu)=\sum_{n=1}^{S} b_{n} \delta\left(\tau-\bar{\tau}_{n}\right) \delta\left(\nu-\bar{\nu}_{n}\right) .
$$

Here, $b_{n} \in \mathbb{C}$ is a (complex) attenuation factor associated with the time-frequency (delay-Doppler) shift $\left(\bar{\tau}_{n}, \bar{\nu}_{n}\right) \in \mathbb{R}^{2}$. With this spreading function, the general input-output relationship above reduces to

$$
\begin{equation*}
(H x)(t)=\sum_{n=1}^{S} b_{n} x\left(t-\bar{\tau}_{n}\right) e^{i 2 \pi \bar{\nu}_{n} t} \tag{1}
\end{equation*}
$$

In order to identify $H$ we need to estimate the attenuation factors $b_{n}$ and the corresponding (continuous) time-frequency shifts $\left(\bar{\tau}_{n}, \bar{\nu}_{n}\right)$ from an input-output measurement.

In practice, such an input-output measurement can only be performed under the constraints that the input signal $x(t)$ has finite bandwidth $B$ and the output signal $(H x)(t)$ is observed over a finite time interval of length $T$ only. This time and band-limitation determines the "natural" resolution of the system of $1 / B$ and $1 / T$ in $\tau$ - and $\nu$-direction, respectively. Specifically, as we shall explain in more detail in Section 4, the response $(H x)(t)$ is essentially $L:=B T$ dimensional ${ }^{1}$, and described by its samples $y_{p}:=(H x)(p / B)$, which take on the form

$$
\begin{equation*}
y_{p}=\sum_{n=1}^{S} b_{n} e^{i 2 \pi p \nu_{n}} \frac{1}{L} \sum_{\ell, k=-N}^{N} e^{-i 2 \pi k \tau_{n}} e^{i 2 \pi(p-\ell) \frac{k}{L}} a_{\ell}, \quad p=-N, \ldots, N . \tag{2}
\end{equation*}
$$

Here, $N:=\frac{B T-1}{2}, \tau_{n}:=\bar{\tau}_{n} / T, \nu_{n}:=\bar{\nu}_{n} / B$, and $a_{\ell}=x(\ell / B)$ are the samples of $x(t)$ at $t=\ell / B$, assumed to be $L$-periodic. Thus, identification of $H$ under the proviso that $x(t)$ is band-limited and $(H x)(t)$ is time-limited, amounts to estimating $\left(b_{n}, \tau_{n}, \nu_{n}\right)$ from the samples in (2).

In this paper, we consider the problem of recovering the triplets $\left(b_{n}, \tau_{n}, \nu_{n}\right),\left(\tau_{n}, \nu_{n}\right) \in[0,1]^{2}$ from the samples $y_{p}, p=-N, \ldots, N$, in (2). We call this the super-resolution radar problem, as recovering the exact time-frequency shifts $\left(\tau_{n}, \nu_{n}\right)$ "breaks" the natural resolution limit of $(1 / T, 1 / B)$.

Alternatively, one can view this estimation problem as the recovery of a signal that is $S$-sparse in the continuous dictionary of time-frequency shifts of a $L$-periodic sequence $a_{\ell}$. In order to see this, and to better understand the super-resolution radar problem, we next consider two special cases.

### 1.1 Time-frequency shifts on a grid

If the time-frequency shifts lie on a $\left(\frac{1}{B}, \frac{1}{T}\right)$ grid, the super-resolution radar problem reduces to a sparse signal recovery (compressive sensing) problem with a Gabor measurement matrix. To see this, suppose that the time-frequency shifts lie on a ( $\frac{1}{B}, \frac{1}{T}$ ) grid, i.e., $\bar{\tau}_{n}=\frac{m_{n}}{B}, \bar{\nu}_{n}=\frac{q_{n}}{T}$, where $m_{n}, q_{n} \in\{0, \ldots, L-1\}$ are the positions of the time-frequency shifts on the grid. With $\tau_{n}=\frac{m_{n}}{B T}=\frac{m_{n}}{L}$ and $\nu_{n}=\frac{q_{n}}{B T}=\frac{q_{n}}{L}$, (2) reduces to

$$
\begin{equation*}
y_{p}=\sum_{n=1}^{S} b_{n} e^{i 2 \pi \frac{q_{n} p}{L}} a_{p-m_{n}}, \quad p=-N, \ldots, N . \tag{3}
\end{equation*}
$$

[^1]Writing (3) in matrix-vector form yields

$$
\mathbf{y}=\mathbf{G} \mathbf{b}
$$

where $\mathbf{G} \in \mathbb{C}^{L \times L^{2}}$ is the Gabor matrix with window $a_{\ell}$ (cf. (7)), $[\mathbf{y}]_{p}:=y_{p}$, and the non-zeros and the positions, indexed by $\left(m_{n}, q_{n}\right)$, of the non-zeros of $\mathbf{b} \in \mathbb{C}^{L^{2}}$ correspond to the $b_{n}$ and the $\left(\tau_{n}, \nu_{n}\right)$, respectively. Thus, recovery of the $\left(b_{n}, \tau_{n}, \nu_{n}\right)$ amounts to recovering the $S$-sparse vector $\mathbf{b} \in \mathbb{C}^{L^{2}}$ from the measurement $\mathbf{y} \in \mathbb{C}^{L}$. This is a sparse signal recovery problem with a Gabor measurement matrix. A-by now standard-recovery approach is to solve a simple convex $\ell_{1}$-normminimization program. From [20, Thm. 5.1] we know that, provided the $a_{\ell}$ are i.i.d. sub-Gaussian random variables, and provided that $L \geq O\left(S \log ^{2}(S) \log ^{2}(L)\right)$, with high probability, all $S$-sparse vectors $\mathbf{b}$ can be recovered from $\mathbf{y}$ via $\ell_{1}$-minimization.

### 1.2 Only time or only frequency shifts

We next consider the case of only time or only frequency shifts, and show that in both cases recovery of the $\left(b_{n}, \tau_{n}\right)$ or $\left(b_{n}, \nu_{n}\right)$, is equivalent to the recovery of a weighted superposition of spikes from low-frequency samples. Specifically, if $\tau_{n}=0$ for all $n$, (2) reduces to

$$
\begin{equation*}
y_{p}=a_{p} \sum_{n=1}^{S} b_{n} e^{i 2 \pi p \nu_{n}}, \quad p=-N, \ldots, N . \tag{4}
\end{equation*}
$$

The $y_{p}$ above are samples of a mixture of $S$ complex sinusoids, and estimation of the $\nu_{n}$ corresponds to determining the frequency components of those sinusoids. Expressed differently, the $y_{p}$ are the lowest $L$ Fourier series coefficients of a signal $x$ that is a weighted (by the $b_{n}$ ) superposition of Dirac measures at locations $\nu_{n}$. In this sense, the $y_{p}$ correspond to the low-frequency components of $x$. Estimation of the $\nu_{n}$ is a line spectral estimation problem, and can be solved using approaches such as Proney's method [12, Ch. 2]. It has been shown recently [8] that recovery of the ( $b_{n}, \nu_{n}$ ) can be accomplished by solving a convex total-variation norm minimization program, provided that the minimum separation between any two $\nu_{n}$ is larger than $2 / N$. This result is interesting as it shows that the positions of the spices can be identified exactly by solving a (simple) convex program.

An analogous situation arrises in the case of $\tau_{n}=0$ for all $n$ : taking the discrete Fourier transform of $y_{p}$ yields a relation exactly of the form (4).

### 1.3 Main contribution

In this paper, we consider a random probing signal $x(t)$ by taking its samples $a_{\ell}$ to be i.i.d. Gaussian (or sub-Gaussian) random variables. We show that, with probability at least $1-\delta$, the ( $b_{n}, \tau_{n}, \nu_{n}$ ) can be recovered perfectly from the $L$ samples $y_{p}$ by essentially solving a simple convex program provided that the $\left(\tau_{n}, \nu_{n}\right) \in[0,1]^{2}, n=1, \ldots, S$, satisfy the minimum distance condition

$$
\begin{equation*}
\min \left(\left|\tau_{n}-\tau_{m}\right|,\left|\nu_{n}-\nu_{m}\right|\right) \geq \frac{2.38}{N}, \text { for all } n \neq m \tag{5}
\end{equation*}
$$

where $\left|\tau_{n}-\tau_{m}\right|$ is the $\ell_{\infty}$-distance (i.e., the wrap-around distance on the unit circle), and provided that

$$
L \geq S c \log ^{3}\left(\frac{c^{\prime} L^{6}}{\delta}\right)
$$

where $c$ and $c^{\prime}$ are numerical constants.

Translated to the continuous setup, our result implies that, with probability at least $1-\delta$, we can identify the ( $b_{n}, \bar{\tau}_{n}, \bar{\nu}_{n}$ ) perfectly provided that

$$
\left|\bar{\tau}_{n}-\bar{\tau}_{m}\right| \geq \frac{4.77}{B} \text { and }\left|\bar{\nu}_{n}-\bar{\nu}_{m}\right| \geq \frac{4.77}{T}
$$

and

$$
B T \geq S c \log ^{3}\left(\frac{c^{\prime}(B T)^{6}}{\delta}\right)
$$

This is essentially optimal, as the number $S$ of unknowns can be linear-up to a log-factor-in the dimensionality $B T$ of the observation $(H x)(t)$.

Finally note that $\left(\tau_{n}, \nu_{n}\right) \in[0,1]^{2}$ translates to $\left(\bar{\tau}_{n}, \bar{\nu}_{n}\right) \in[0, T] \times[0, B]$, i.e., the $\left(\bar{\tau}_{n}, \bar{\nu}_{n}\right)$ can lie in a rectangle of area $L=B T \gg 1$, i.e., the system $H$ does not need to be underspread ${ }^{2}$.

### 1.4 Notation

We use lowercase boldface letters to denote (column) vectors and uppercase boldface letters to designate matrices. The superscripts ${ }^{T}$ and ${ }^{H}$ stand for transposition and Hermitian transposition, respectively. For the vector $\mathbf{x}, x_{q}$ and $[\mathbf{x}]_{q}$ denote its $q$ th entry, $\|\mathbf{x}\|_{2}$ its $\ell_{2}$-norm and $\|\mathbf{x}\|_{\infty}=$ $\max _{q}\left|x_{q}\right|$ its largest entry. For the matrix $\mathbf{A}, \mathbf{A}_{i j}$ and $[\mathbf{A}]_{i j}$ designates the entry in its $i$ th row and $j$ th column, $\|\mathbf{A}\|:=\max _{\|\mathbf{v}\|_{2}=1}\|\mathbf{A v}\|_{2}$ its spectral norm, and $\|\mathbf{A}\|_{F}:=\left(\sum_{i, j}\left|\mathbf{A}_{i j}\right|^{2}\right)^{1 / 2}$ its Frobenius norm. The identity matrix is denoted by $\mathbf{I}$. For a complex number $b$ with polar decomposition $b=|b| e^{i 2 \pi \phi}, \operatorname{sign}(b):=e^{i 2 \pi \phi}$. Similarly, for a vector $\mathbf{b},[\operatorname{sign}(\mathbf{b})]_{k}:=\operatorname{sign}\left([\mathbf{b}]_{k}\right)$. For the set $\mathcal{T},|\mathcal{T}|$ designates its cardinality and $\overline{\mathcal{T}}$ is its complement. The sinc-function is denoted as $\operatorname{sinc}(t)=\frac{\sin (\pi t)}{\pi t}$. For vectors $\mathbf{r}, \mathbf{r}^{\prime} \in[0,1]^{2},\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ is the $\infty$-distance. Here, the distance on each coordinate is understood as the wrap-around distance on the unit circle. Throughout, $\mathbf{r}$ denotes a 2 -dimensional vector with entries $\tau$ and $\nu$, i.e., $\mathbf{r}=[\tau, \nu]^{T}$. Moreover $c, \tilde{c}, c^{\prime}, c_{1}, c_{2}, \ldots$ are numerical constants that can take on different values at different occurrences. Finally, $\mathcal{N}\left(\mu, \sigma^{2}\right)$ is the Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$.

## 2 Recovery via convex optimization

In this section we present our approach for the recovery of the parameters $\left(b_{n}, \tau_{n}, \nu_{n}\right)$ from the samples $y_{p}$ in (2). Before we proceed we note that (2) can be rewritten as

$$
\begin{equation*}
y_{p}=\sum_{n=1}^{S} b_{n} \sum_{\ell, r=-N}^{N} D_{N}\left(\frac{\ell}{L}-\tau_{n}\right) D_{N}\left(\frac{r}{L}-\nu_{n}\right) a_{p-\ell} e^{i 2 \pi \frac{r p}{L}}, \quad p=-N, \ldots, N \tag{6}
\end{equation*}
$$

where

$$
D_{N}(t):=\frac{\sin (\pi L t)}{L \sin (\pi t)}
$$

is the Dirichlet kernel. Our signal model is a sparse linear combination of time and frequency shifted versions of the sequence $a_{\ell}$. A regularizer that promotes such a sparse linear combination is the atomic norm induced by these signals [10]. We define atoms $\mathbf{a} \in \mathbb{C}^{L^{2}}$ as

$$
[\mathbf{a}(\mathbf{r})]_{(\ell, r)}=D_{N}\left(\frac{\ell}{L}-\tau\right) D_{N}\left(\frac{r}{L}-\nu\right), \quad \mathbf{r}=[\tau, \nu]^{T}, \quad \ell, r=-N, \ldots, N .
$$

[^2]Rewriting (6) in matrix-vector form yields

$$
\mathbf{y}=\mathbf{G} \mathbf{z}, \quad \mathbf{z}=\sum_{n=1}^{S}\left|b_{n}\right| e^{i 2 \pi \phi_{n}} \mathbf{a}\left(\mathbf{r}_{n}\right)
$$

where $b_{n}=\left|b_{n}\right| e^{i 2 \pi \phi_{n}}$ is the polar decomposition of $b_{n}$ and $\mathbf{G} \in \mathbb{C}^{L \times L^{2}}$ is the Gabor matrix defined by

$$
\begin{equation*}
[\mathbf{G}]_{p,(\ell, r)}:=a_{p-\ell} e^{i 2 \pi \frac{r p}{L}}, \quad \ell, r, p=-N, \ldots, N . \tag{7}
\end{equation*}
$$

The atoms in the set $\mathcal{A}:=\left\{e^{i 2 \pi \phi} \mathbf{a}(\mathbf{r}), \mathbf{r} \in[0,1]^{2}, \phi \in[0,1]\right\}$ are the building blocks of the signal $\mathbf{z}$. The atomic norm $\|\cdot\|_{\mathcal{A}}$ is defined as

$$
\|\mathbf{z}\|_{\mathcal{A}}=\inf \{t>0: \mathbf{z} \in t \operatorname{conv}(\mathcal{A})\}=\inf _{b_{n} \in \mathbb{C}, \mathbf{r}_{n} \in[0,1]^{2}}\left\{\sum_{n}\left|b_{n}\right|: \mathbf{z}=\sum_{n} b_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)\right\}
$$

where $\operatorname{conv}(\mathcal{A})$ denotes the convex hull of the set $\mathcal{A}$. The atomic norm can enforce sparsity in $\mathcal{A}$ because low-dimensional faces of $\operatorname{conv}(\mathcal{A})$ correspond to signals involving only a few atoms [10, 27]. A natural algorithm for estimating $\mathbf{z}$ is the atomic norm minimization problem [10]

$$
\begin{equation*}
\operatorname{AN}(\mathbf{y}): \underset{\mathbf{z}}{\operatorname{minimize}}\|\mathbf{z}\|_{\mathcal{A}} \text { subject to } \mathbf{y}=\mathbf{G z} . \tag{8}
\end{equation*}
$$

## 3 Main result

Our main result, stated below, provides conditions, under which atomic norm minimization perfectly recovers $\mathbf{z}=\sum_{n=1}^{S} b_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)$. Once we obtain $\mathbf{z}$, recovery of the time-frequency shifts is a 2 D line spectral estimation problem which can be solved with standard approaches such as Proney's method see e.g. [12, Ch. 2]. We also present a more direct recovery approach in Section 6.2. When the time-frequency shifts $\mathbf{r}_{n}$ are identified, the coefficients $b_{n}$ can be obtained by solving the linear system of equations

$$
\mathbf{y}=\sum_{n=1}^{S} b_{n} \mathbf{G a}\left(\mathbf{r}_{n}\right) .
$$

At first sight, computation of the atomic norm involves taking the infinimum over infinitely many parameters. However, since the atomic norm can be characterized in terms of linear matrix inequalities, (8) can be formulated as a semidefinite program, which allows to recover $\mathbf{z}$ efficiently. Instead of taking that route, and explicitly stating the corresponding semidefinite program, we show later that the time-frequency shifts $\mathbf{r}_{n}$ can be identified directly from the dual solution of the atomic norm minimization problem (8). As shown later, the dual of (8) has a semidefinite programming formulation as well.
Theorem 1. Let $\mathcal{T}=\left\{\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{S}\right\} \subset[0,1]^{2}$ be any set of points obeying the minimum distance condition

$$
\left|\mathbf{r}_{j}-\mathbf{r}_{k}\right| \geq \frac{2.38}{N}, \text { for all } \mathbf{r}_{j}, \mathbf{r}_{k} \in \mathcal{T} \text { with } \mathbf{r}_{j} \neq \mathbf{r}_{k}
$$

assume that $N \geq 512$, and let the coefficients $a_{\ell}, \ell=-N, \ldots, N$ be chosen i.i.d. from $\mathcal{N}(0,1 / L)$, $L=2 N+1$, and let the $\operatorname{sign}\left(b_{n}\right)$ be i.i.d. uniform on $\{-1,1\}$. Finally, let $\mathbf{y}$ be the vector with entries $y_{p}$ as defined in (2), i.e.,

$$
\mathbf{y}=\mathbf{G} \mathbf{z}, \quad \mathbf{z}=\sum_{\mathbf{r}_{n} \in \mathcal{T}} b_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)
$$

Suppose that

$$
L \geq S c \log ^{3}\left(\frac{c^{\prime} L^{6}}{\delta}\right)
$$

Then, with probability at least $1-\delta, \mathbf{z}$ is the unique minimizer of $\operatorname{AN}(\mathbf{y})$.
The proof of Theorem 1 is based on analyzing the dual problem, specifically we will certify optimality by constructing a dual certificate (see Section 6). The construction of this dual certificate, formalized by Proposition 3 in Section 8, is the main technical contribution of this paper.

The random sign of the coefficients $b_{n}$ essentially assumes that the time-frequency shifts in (1) have random phase. To keep the proof simple, we assumed that the $b_{n}$ are real, however the result continues to hold for complex $b_{n}$ (only the constant 2.38 in (5) changes slightly). The random-phase (i.e., sign) model is in line with standard models in wireless communication and in radar [4], where the $b_{n}$ are assumed complex Gaussian. Nevertheless, we believe that the random sign assumption is not needed for our statement, and leave a corresponding result to future work.

Finally note that Theorem 1 continues to hold for sub-Gaussian $a_{\ell}$.

## 4 Detailed problem formulation

In this section we derive the input-output relation (2). As mentioned previously, radar and wireless communication channels are typically modeled as linear systems whose response is a weighted superposition of delayed and Doppler shifted versions of the input signal. In general, the response of the system to the input signal $x(t)$ is given by

$$
\begin{equation*}
y(t)=\iint s_{H}(\tau, \nu) x(t-\tau) e^{i 2 \pi \nu t} d \nu d \tau \tag{9}
\end{equation*}
$$

where $s_{H}(\tau, \nu)$ denotes the spreading function associated with the system. The input signal $x(t)$ can be controlled by the system engineer and is known in the channel identification and radar problems. The spreading function depends on the scene and is unknown. We assume that the spreading function consists of $S$ point scatterers. In radar, those point scatterers correspond to moving targets. Mathematically, this means that the spreading function specializes to

$$
\begin{equation*}
s_{H}(\tau, \nu)=\sum_{n=1}^{S} b_{n} \delta\left(\tau-\bar{\tau}_{n}\right) \delta\left(\nu-\bar{\nu}_{n}\right) . \tag{10}
\end{equation*}
$$

Here, $b_{n}, n=1, \ldots, S$, is a (complex) attenuation factor associated with the time frequency-shift $\left(\bar{\tau}_{n}, \bar{\nu}_{n}\right)$. Owing to path loss and finite velocity of the targets or objects in the scene, we may assume that [26]

$$
\begin{equation*}
\left(\bar{\tau}_{n}, \bar{\nu}_{n}\right) \in\left[0, \tau_{\max }\right] \times\left[0, \nu_{\max }\right] \tag{11}
\end{equation*}
$$

for some constants $\tau_{\max }, \nu_{\max }$. With (10), (9) reduces to (1), i.e., to

$$
y(t)=\sum_{n=1}^{S} b_{n} x\left(t-\bar{\tau}_{n}\right) e^{i 2 \pi \bar{\nu}_{n} t} .
$$

The goal is to identify the triplets $\left(b_{n}, \bar{\tau}_{n}, \bar{\nu}_{n}\right)$ from the response $y(t)$ to a (known) probing signal $x(t)$, as those parameters characterize the system. For the radar application, this yields the position and relative speed of the objects.


Figure 1: Illustration of the spreading function $s_{H}(\tau, \nu)$ and the corresponding smeared spreading function $\overline{s_{H}}(\tau, \nu)$.

In practice, the input signal $x(t)$ has finite bandwidth $B$ and the received signal $y(t)$ can only be observed over a finite time interval of length $T$. As shown next, this time and band-limitation leads to a discretization of the input-output relation (9) and determines the "natural" resolution of the system of $1 / B$ and $1 / T$ in $\tau$ - and $\nu$-direction, respectively. Specifically, using that $x(t)$ is band-limited to $[0, B)$, and $y(t)$ is time-limited to $[-T / 2, T / 2)(9)$ becomes [4] (see Appendix A for details)

$$
\begin{equation*}
y(t)=\sum_{\ell \in \mathbb{Z}} \sum_{r \in \mathbb{Z}} \overline{s_{H}}\left(\frac{\ell}{B}, \frac{r}{T}\right) x\left(t-\frac{\ell}{B}\right) e^{i 2 \pi \frac{r}{T} t} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{s_{H}}(\tau, \nu):=\iint s_{H}\left(\tau^{\prime}, \nu^{\prime}\right) \operatorname{sinc}\left(\left(\tau-\tau^{\prime}\right) B\right) \operatorname{sinc}\left(\left(\nu-\nu^{\prime}\right) T\right) d \tau^{\prime} d \nu^{\prime} \tag{13}
\end{equation*}
$$

is a smeared version of the original spreading function. For points scatterers, i.e., for the spreading function in (10), (13) specializes to

$$
\begin{equation*}
\overline{s_{H}}(\tau, \nu)=\sum_{n=1}^{S} b_{n} \operatorname{sinc}\left(\left(\tau-\bar{\tau}_{n}\right) B\right) \operatorname{sinc}\left(\left(\nu-\bar{\nu}_{n}\right) T\right) . \tag{14}
\end{equation*}
$$

Imagine for a moment that we could measure $\overline{s_{H}}(\tau, \nu)$ directly. We see that $\overline{s_{H}}(\tau, \nu)$ is the 2 D low-pass-filtered version of the signal $s_{H}(\tau, \nu)$ in (10), where the filter has resolution $1 / B$ in $\tau$ direction and resolution $1 / T$ in $\nu$ direction, see Figure 1 for an illustration. Estimation of the triplets $\left(b_{n}, \bar{\tau}_{n}, \bar{\nu}_{n}\right), n=1, \ldots, S$, from $\overline{s_{H}}(\tau, \nu)$ is the classical 2D line spectral estimation problem (see [12] and references therein). In our setup, the situation is further complicated by the fact that we can not measure $\overline{s_{H}}(\tau, \nu)$ directly. We only get access to $\overline{s_{H}}(\tau, \nu)$ after the application of the Gabor linear operator in (12).

### 4.1 Sampling the output

Since $y(t)$ is exactly time-limited to $[-T / 2, T / 2$ ) and approximately band-limited to $[0, B$ ) (we assume $\nu_{\text {max }} \ll B$ ) it is well-described by its samples

$$
\begin{equation*}
y\left(\frac{p}{B}\right)=\sum_{\ell, r \in \mathbb{Z}} \overline{s_{H}}\left(\frac{\ell}{B}, \frac{r}{T}\right) x\left(\frac{p-\ell}{B}\right) e^{i 2 \pi \frac{r p}{B T}}, \quad p=-N, \ldots, N \tag{15}
\end{equation*}
$$

where $N=(B T-1) / 2$ (recall that we assume for convenience that $B T$ is an odd integer). Substituting (14) into (15) yields

$$
\begin{equation*}
y\left(\frac{p}{B}\right)=\sum_{n=1}^{S} b_{n} \sum_{\ell, r \in \mathbb{Z}} \operatorname{sinc}\left(\ell-\tau_{n} B\right) \operatorname{sinc}\left(r-\nu_{n} T\right) x\left(\frac{p-\ell}{B}\right) e^{i 2 \pi \frac{r p}{B T}} \tag{16}
\end{equation*}
$$

We next specify the probing signal $x(t)$ by specifying its samples $x(\ell / B)$. We take the samples of $x(t)$ to be

$$
x(\ell / B)=a_{\ell}
$$

where $a_{\ell}$ is a $L$-periodic sequence (recall that $L=2 N+1=B T$ ). With $y_{p}:=y\left(\frac{p}{B}\right),(16)$ becomes (see Appendix B for details)

$$
\begin{equation*}
y_{p}=\sum_{n=1}^{S} b_{n} \sum_{\ell, r=-N}^{N} D_{N}\left(\frac{\ell}{L}-\tau_{n}\right) D_{N}\left(\frac{r}{L}-\nu_{n}\right) a_{p-\ell} e^{i 2 \pi \frac{r p}{L}}, \quad p=-N, \ldots, N \tag{17}
\end{equation*}
$$

where $\tau_{n}=\bar{\tau}_{n} \frac{B}{L}=\bar{\tau}_{n} / T, \nu_{n}=\bar{\nu}_{n} \frac{T}{L}=\bar{\nu}_{n} / B$ and

$$
D_{N}(t):=\frac{\sin (\pi L t)}{L \sin (\pi t)}
$$

Rewriting the input-output relation (17) yields (2) (see Appendix B for details).

## 5 Discrete super-resolution radar

An obvious approach to estimate the time-frequency shifts $\left(\tau_{n}, \nu_{n}\right)$, from the samples $y_{p}$ in (2) (recall that once the time frequency shifts are known, estimation of the $b_{n}$ is trivial) is to suppose the time-frequency shifts lie on a fine grid, and solve the problem on that grid. This leads to a gridding error that becomes small as the grid becomes finer. Our results have immediate consequences for the corresponding (discrete) sparse signal recovery problem, which are discussed in this section.

Suppose we want to recover a sparse discrete signal $s_{m, n} \in \mathbb{C}, m, n=0, \ldots, K-1, K \geq L=$ $2 N+1$, from samples of the form

$$
\begin{equation*}
y_{p}=\sum_{m, n=0}^{K-1}\left(e^{i 2 \pi p \frac{m}{K}} \frac{1}{L} \sum_{\ell, k=-N}^{N} e^{-i 2 \pi k \frac{n}{K}} e^{i 2 \pi(p-\ell) \frac{k}{L}} a_{\ell}\right) s_{m, n}, \quad p=-N, \ldots, N \tag{18}
\end{equation*}
$$

To see the connection to the continuous setup in the previous sections, note that recovery of the $S$-sparse (discrete) signal $s_{m, n}$ is equivalent to recovery of the ( $\tau_{n}, \nu_{n}, b_{n}$ ) from the samples $y_{p}$ in (2) under the proviso that the $\left(\tau_{n}, \nu_{n}\right)$ lie on a $(1 / K, 1 / K) \operatorname{grid}^{3}$ (the non-zeros of $s_{m, n}$ correspond to the $b_{n}$ ). Writing the relation (18) in matrix-vector form yields

$$
\mathbf{y}=\mathbf{R} \mathbf{s}
$$

where $[\mathbf{y}]_{p}:=y_{p},[\mathbf{s}]_{(m, n)}:=s_{m, n}$, and $\mathbf{R} \in \mathbb{C}^{L \times K^{2}}$ is the matrix with entry in the $p$ th row and ( $m, n$ ) th column given by the term in the bracket in (18). The matrix $\mathbf{R}$ contains as columns

[^3]partial time-frequency shifts of the sequence $a_{\ell}$. If $K=L, \mathbf{R}$ contains as columns only "whole" time-frequency shifts of the sequence $a_{\ell}$ and $\mathbf{R}$ is equal to the Gabor matrix $\mathbf{G}$ defined by (7). In this sense, $K=L$ is the natural grid (cf. Section 1.1) and the ratio $K / L$ can be interpreted as a super resolution factor. The super resolution factor SRF $:=K / L$ determines by how much the $(1 / K, 1 / K)$ grid is finer than the original $(1 / L, 1 / L)$ grid.

A standard approach to recover the sparse signal sfrom the underdetermined linear system of equations $\mathbf{y}=\mathbf{R s}$ is to solve the following convex program:

$$
\begin{equation*}
\underset{\hat{\mathbf{s}}}{\operatorname{minimize}}\|\hat{\mathbf{s}}\|_{1} \text { subject to } \mathbf{y}=\mathbf{R} \hat{\mathbf{s}} . \tag{19}
\end{equation*}
$$

Theorem 2. Let $\mathcal{T} \subseteq\{0, \ldots, K-1\}^{2}$ be the support of the vector $\left\{[\mathbf{s}]_{(m, n)}\right\}_{m, n=0}^{K-1}$, obeying

$$
\min _{(m, n),(\tilde{m}, \tilde{n}) \in \mathcal{T}:(m, n) \neq(\tilde{m}, \tilde{n})} \frac{1}{K} \max (|m-\tilde{m}|,|n-\tilde{n}|) \geq \frac{2.38}{N}
$$

and suppose that the non-zeros of $\mathbf{s}$ have random signs, i.e., $\operatorname{sign}\left([\mathbf{s}]_{(m, n)}\right),(m, n) \in \mathcal{T}$ are i.i.d. uniform on $\{-1,1\}$. Suppose that $N \geq 512$ and let the coefficients $a_{\ell}, \ell=-N, \ldots, N$ be chosen i.i.d. from $\mathcal{N}(0,1 / L), L=2 N+1$, and suppose that

$$
L \geq S c \log ^{3}\left(\frac{c^{\prime} L^{6}}{\delta}\right)
$$

Then, with probability at least $1-\delta$, the solution to (19) is equal to $\mathbf{s}$.
Theorem 2 is proven by constructing a dual certificate (see Appendix C for details). The dual certificate is obtained directly from the dual certificate for the continuous case in Proposition 3 in Section 8.

### 5.1 Implementation details

The matrix $\mathbf{R}$ has dimension $L \times K^{2}$, thus as the grid becomes finer (i.e., $K$ becomes larger) the complexity of solving (19) increases. However, the complexity of solving (19) can be reduced as follows. The matrix-vector multiplication Rs can be implemented efficiently using the fast Fourier transform. This allows to accelerate first-order solvers such as TFOCS [3]. Second, and more importantly, in practice we know that by (11), we have $\left(\bar{\tau}_{n}, \bar{\nu}_{n}\right) \in\left[0, \tau_{\max }\right] \times\left[0, \nu_{\max }\right]$, which means that

$$
\begin{equation*}
\left(\tau_{n}, \nu_{n}\right) \in\left[0, \frac{\tau_{\max }}{T}\right] \times\left[0, \frac{\nu_{\max }}{B}\right] \tag{20}
\end{equation*}
$$

It is therefore sufficient to consider the restriction of $\mathbf{R}$ to the $\frac{K^{2}}{L \tau_{\max } \nu_{\max }}=\frac{K^{2}}{B T \tau_{\max } \nu_{\max }}$ columns corresponding to the $\left(\tau_{n}, \nu_{n}\right)$ satisfying (20). Since typically $\tau_{\max } \nu_{\max } \ll B T$, this results in a significant reduction of the problem size.

## 6 Dualization and identification of time-frequency shifts

We next study the dual problem of the atomic norm minimization problem (8). Our proof of Theorem 1 is based on analyzing the dual problem, specifically we will certify optimality by constructing a dual certificate. We will also show that the time-frequency shifts can be obtained from a solution to the dual problem.

The dual norm of $\|\cdot\|_{\mathcal{A}}$ is defined as

$$
\|\mathbf{v}\|_{\mathcal{A}^{*}}=\sup _{\|\mathbf{z}\|_{\mathcal{A}} \leq 1} \operatorname{Re}\langle\mathbf{v}, \mathbf{z}\rangle=\sup _{\mathbf{r} \in[0,1]^{2}, \phi \in[0,1]} \operatorname{Re}\left\langle\mathbf{v}, e^{i 2 \pi \phi} \mathbf{a}(\mathbf{r})\right\rangle=\sup _{\mathbf{r} \in[0,1]^{2}}|\langle\mathbf{v}, \mathbf{a}(\mathbf{r})\rangle| .
$$

The dual problem of (8) is [7, Sec. 5.1.16]

$$
\begin{equation*}
\underset{\mathbf{q}}{\operatorname{maximize}} \operatorname{Re}\langle\mathbf{q}, \mathbf{y}\rangle \text { subject to }\left\|\mathbf{G}^{H} \mathbf{q}\right\|_{\mathcal{A}^{*}} \leq 1 \tag{21}
\end{equation*}
$$

where $\mathbf{q}=\left[q_{-N}, \ldots, q_{N}\right]^{T}$.

### 6.1 Semidefinte programming formulation of the dual problem

We next show that the dual can be cast as a semidefinite program. The corresponding formulation is similar to the related convex programs in [6, Sec. 3.1], [8, Sec. 4], and [27, Sec. 2.2]. We first show that the constraint in the dual is a 2D trigonometric polynomial that is bounded by one, and can therefore be formulated as a matrix inequality.

The constraint in the dual (21) is

$$
\left\|\mathbf{G}^{H} \mathbf{q}\right\|_{\mathcal{A}^{*}}=\sup _{\mathbf{r} \in[0,1]^{2}}\left|\left\langle\mathbf{G}^{H} \mathbf{q}, \mathbf{a}(\mathbf{r})\right\rangle\right| \leq 1 .
$$

The vector $\mathbf{a}(\mathbf{r})$ can be written as

$$
\mathbf{a}(\mathbf{r})=\mathbf{F}^{H} \mathbf{v}(\mathbf{r})
$$

where $\mathbf{F}^{H}$ is the (inverse) 2D discrete Fourier transform matrix, i.e., $\left[\mathbf{F}^{H}\right]_{(\ell, r),(k, q)}:=\frac{1}{L^{2}} e^{i 2 \pi \frac{k \ell+q r}{L}}$ and the entires of the vector $\mathbf{v}$ are given by $[\mathbf{v}(\mathbf{r})]_{(k, q)}=e^{-i 2 \pi(k \tau+q \nu)}$, where $\ell, r, k, q=-N, \ldots, N$. With these definitions,

$$
\begin{equation*}
\left\langle\mathbf{G}^{H} \mathbf{q}, \mathbf{a}(\mathbf{r})\right\rangle=\left\langle\mathbf{G}^{H} \mathbf{q}, \mathbf{F}^{H} \mathbf{v}(\mathbf{r})\right\rangle=\left\langle\mathbf{F G}^{H} \mathbf{q}, \mathbf{v}(\mathbf{r})\right\rangle=\sum_{k, q=-N}^{N}\left[\mathbf{F G}^{H} \mathbf{q}\right]_{(k, q)} e^{i 2 \pi(k \tau+q \nu)} . \tag{22}
\end{equation*}
$$

Thus, the constraint in the dual (21) says that the 2D trigonometric polynomial in (22) is bounded in magnitude by 1 for $\mathbf{r} \in[0,1]^{2}$. The following form of the bounded real lemma allows to express this constraint as a matrix inequality.

Proposition 1 ([11, Cor. 4.25, p. 127]). Let $P$ be a bivariate trigonometric polynomial in $\mathbf{r} \in[0,1]^{2}$

$$
P(\mathbf{r})=\sum_{k, q=-N}^{N} p_{(k, q)} e^{i 2 \pi(k \tau+q \nu)}
$$

Then $\sup _{\mathbf{r} \in[0,1]^{2}}|P(\mathbf{r})| \leq 1$ holds if and only if there exists a Hermitian matrix $\boldsymbol{Q} \in \mathbb{C}^{L^{2} \times L^{2}}$, $L=2 N+1$, such that

$$
\left[\begin{array}{cc}
\mathbf{Q} & \mathbf{p} \\
\mathbf{p}^{H} & 1
\end{array}\right] \succeq \mathbf{0} \quad \text { and } \quad \forall k, q=-N, \ldots, N, \quad \operatorname{trace}\left(\left(\boldsymbol{\Theta}_{k} \otimes \boldsymbol{\Theta}_{q}\right) \boldsymbol{Q}\right)= \begin{cases}1, & (k, q)=(0,0) \\
0, & \text { otherwise }\end{cases}
$$

where $\boldsymbol{\Theta}_{k}$ designates the elementary Toeplitz matrix with ones on the $k$-th diagonal and zeros elsewhere.

By Proposition (1), the constraint of the dual program (21) is satisfied if and only if there exists a matrix $\mathbf{Q}$ such that

$$
\left[\begin{array}{cc}
\mathbf{Q} & \mathbf{F G}^{H} \mathbf{q}  \tag{23}\\
\mathbf{q}^{H} \mathbf{G F}^{H} & 1
\end{array}\right] \succeq \mathbf{0}, \quad \operatorname{trace}\left(\left(\boldsymbol{\Theta}_{k} \otimes \boldsymbol{\Theta}_{q}\right) \boldsymbol{Q}\right)=\left\{\begin{array}{ll}
1, & (k, q)=(0,0) \\
0, & \text { otherwise }
\end{array} .\right.
$$

Thus, the dual program (21) has the following equivalent semidefinite programming formulation:

$$
\begin{equation*}
\underset{\mathbf{q}, \mathbf{Q}}{\operatorname{maximize}} \operatorname{Re}\langle\mathbf{q}, \mathbf{y}\rangle \text { subject to (23). } \tag{24}
\end{equation*}
$$

### 6.2 Estimation of the time-frequency shifts from the dual solution

Since the primal problem only has equality constraints, Slater's condition holds which implies strong duality [7, Sec. 5.2.3]. The following proposition is a consequence of strong duality and provides a way to certify optimality of a solution $\mathbf{z}$ to (8). The proof, provided in Appendix E is standard, see e.g., [27, Proof of Prop. 2.4].

Proposition 2. Let $\mathbf{y}=\mathbf{G z}$ with $\mathbf{z}=\sum_{\mathbf{r}_{n} \in \mathcal{T}} b_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)$. If there exists a dual polynomial

$$
Q(\mathbf{r})=\langle\mathbf{q}, \mathbf{G a}(\mathbf{r})\rangle
$$

with complex coefficients $\mathbf{q}=\left[q_{-N}, \ldots, q_{N}\right]^{T}$ such that

$$
\begin{equation*}
Q\left(\mathbf{r}_{n}\right)=\operatorname{sign}\left(b_{n}\right), \text { for all } \mathbf{r}_{n} \in \mathcal{T}, \text { and }|Q(\mathbf{r})|<1 \text { for all } \mathbf{r} \in[0,1]^{2} \backslash \mathcal{T} \tag{25}
\end{equation*}
$$

then $\mathbf{z}$ is the unique minimizer of $\operatorname{AN}(\mathbf{y})$. Moreover, $\mathbf{q}$ is a dual optimal solution.
The proof of Theorem 1 is based on constructing a dual polynomial satisfying the conditions of Proposition 2, see Section 8.

Proposition 2 suggests that an estimate $\hat{\mathcal{T}}$ of the set of time-frequency shifts $\mathcal{T}$ can be obtained from a dual solution $\mathbf{q}$ by identifying the $\mathbf{r}_{n}$ with the $\mathbf{r}$ for which the dual polynomial $Q(\mathbf{r})=$ $\langle\mathbf{q}, \mathbf{G a}(\mathbf{r})\rangle$ achieves magnitude 1. In general, a solution $\hat{\mathbf{q}}$ to (24) is not unique but we can ensure that

$$
\mathcal{T} \subseteq \hat{\mathcal{T}}:=\{\mathbf{r}:|\langle\hat{\mathbf{q}}, \mathbf{G a}(\mathbf{r})\rangle|=1\} .
$$

This is seen as follows. Assume that $\mathcal{T} \backslash \hat{\mathcal{T}} \neq \emptyset$. We then have that

$$
\begin{aligned}
\operatorname{Re}\langle\hat{\mathbf{q}}, \mathbf{G z}\rangle & =\operatorname{Re}\left\langle\hat{\mathbf{q}}, \mathbf{G} \sum_{\mathbf{r}_{n} \in \mathcal{T}} b_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)\right\rangle \\
& =\sum_{\mathbf{r}_{n} \in \mathcal{T} \cap \hat{\mathcal{T}}} \operatorname{Re}\left(b_{n}^{*}\langle\hat{\mathbf{q}}, \mathbf{G a}(\mathbf{r})\rangle\right)+\sum_{\mathbf{r}_{n} \in \mathcal{T} \backslash \hat{\mathcal{T}}} \operatorname{Re}\left(b_{n}^{*}\langle\hat{\mathbf{q}}, \mathbf{G a}(\mathbf{r})\rangle\right) \\
& <\sum_{\mathbf{r}_{n} \in \hat{\mathcal{T}} \cap \mathcal{T}}\left|b_{n}\right|+\sum_{\mathbf{r}_{n} \in \mathcal{T} \backslash \hat{\mathcal{T}}}\left|b_{n}\right|=\|\mathbf{z}\|_{\mathcal{A}}
\end{aligned}
$$

where strict inequality follows from $|\langle\hat{\mathbf{q}}, \mathbf{G a}(\mathbf{r})\rangle|<1$ for $\mathbf{r} \in \mathcal{T} \backslash \hat{\mathcal{T}}$, by definition of the set $\hat{\mathcal{T}}$. This contradicts strong duality, and thus implies that $\mathcal{T} \backslash \hat{\mathcal{T}}=\emptyset$, i.e., we must have $\mathcal{T} \subseteq \hat{\mathcal{T}}$.

In general, we might have $\mathcal{T} \neq \mathcal{T}$. However, in "most cases", standard semidefinite programming solvers will yield a solution such that $\mathcal{T}=\hat{\mathcal{T}}$. Specifically, the following can be established (not


Figure 2: Localization of the time-frequency shifts via the dual polynomial $Q(\tau, \nu): Q(\tau, \nu)$ satisfies $|Q(\tau, \nu)|=1$ if $(\tau, \nu) \in\{(0.2,0.5),(0.8,0.5)\}$ and $|Q(\tau, \nu)|<1$ otherwise. The red lines show the actual positions of the time-frequency shifts.
shown here; the proof is analogous to that of [27, Prop. 2.5], see also [8, Sec. 4]). Provided there exists a solution $\tilde{\mathbf{q}}$ to the dual (24) such that

$$
\left\langle\tilde{\mathbf{q}}, \mathbf{G a}\left(\mathbf{r}_{n}\right)\right\rangle=\operatorname{sign}\left(b_{n}\right), \text { for all } \mathbf{r}_{n} \in \mathcal{T}, \text { and }\left|\left\langle\tilde{\mathbf{q}}, \mathbf{G a}\left(\mathbf{r}_{n}\right)\right\rangle\right|<1 \text { for all } \mathbf{r} \in[0,1]^{2} \backslash \mathcal{T}
$$

and we use an interior point method such as SDPT3 to solve (24) we have that $\hat{\mathcal{T}}=\mathcal{T}$.
We next provide a numerical example where the time-frequency shifts can be recovered perfectly from a solution to the semidefinite program (24). We choose $N=8$, consider the case of two timefrequency shifts, specifically $\mathcal{T}=\{(0.2,0.5),(0.8,0.5)\}$, and let the coefficients $a_{\ell}, \ell=-N, \ldots, N$ and the $b_{n}, n=0,1$, be i.i.d. uniform on the complex unit sphere. In Figure 2 we plot the dual polynomial $Q(\mathbf{r})=\langle\mathbf{q}, \mathbf{G a}(\mathbf{r})\rangle$ with $\mathbf{q}$ obtained by solving (24) via CVX, a Matlab package for specifying and solving convex programs [13], which calls SDPT3. It can be seen that the timefrequency shifts can be recovered perfectly, i.e., $\hat{\mathcal{T}}=\mathcal{T}$.

### 6.3 Recovery in the noisy case

In practice, the samples $y_{p}$ in (2) are corrupted by additive noise. In that case, perfect recovery of the ( $\tau_{n}, \nu_{n}, b_{n}$ ) is in general no longer possible, and we can only hope to identify the time-frequency shifts up to an error. In the noisy case, we solve the following convex program:

$$
\begin{equation*}
\underset{\mathbf{z}}{\operatorname{minimize}}\|\mathbf{z}\|_{\mathcal{A}} \text { subject to }\|\mathbf{y}-\mathbf{G z}\|_{2} \leq \delta . \tag{26}
\end{equation*}
$$

The semidefinite programing formulation of the dual of (26) takes on the form

$$
\begin{equation*}
\underset{\mathbf{q}, \mathbf{Q}}{\operatorname{maximize}} \operatorname{Re}\langle\mathbf{q}, \mathbf{y}\rangle-\delta\|\mathbf{q}\|_{2} \text { subject to (23) } \tag{27}
\end{equation*}
$$

and we again estimate the time-frequency shifts $\mathbf{r}_{n}$ as the $\mathbf{r}$ for which the dual polynomial $Q(\mathbf{r})=$ $\langle\mathbf{q}, \mathbf{G a}(\mathbf{r})\rangle$ achieves magnitude 1. We leave theoretical analysis of this approach to future work, and only provide a numerical example demonstrating that this approach is stable.

We choose $N=5$, consider the case of one time-frequency shift at $\left(\tau_{1}, \nu_{1}\right)=(0.5,0.8)$ (so that the dual polynomial can be easily plotted in 3D) and let the coefficients $a_{\ell}, \ell=-N, \ldots, N$ and $b_{1}$


Figure 3: Localization of the time-frequency shifts via the dual polynomial $Q(\tau, \nu)$ from a noisy measurement (10dB noise): $Q(\tau, \nu)$ achieves magnitude 1 for $(\tau, \nu)=(0.4942,0.7986)$ (marked by $\times$ ) which is very close to the original time-frequency shift $(0.5,0.8)$ (marked by $\oplus$ ).
be i.i.d. uniform on the complex unit sphere. We add 10 dB additive complex Gaussian noise to the samples $y_{p}$ in (2). In Figure 3 we plot the dual polynomial $Q(\mathbf{r})=\langle\mathbf{q}, \mathbf{G a}(\mathbf{r})\rangle$ with $\mathbf{q}$ obtained by solving (27) (with $\delta=0.8$ ) using CVX. The time-frequency shift for which the dual polynomial achieves magnitude 1 is $(0.4942,0.7986)$ which is very close to the original time-frequency shift $(0.5,0.8)$.

## 7 Relationship with previous work

The general problem of extracting the spreading function $s_{H}(\tau, \nu)$ of a linear time varying system of the form (9) is known as system identification. It has been shown that LTV systems with spreading function compactly supported on a region of area $\Delta$ in the time-frequency plane are identifiable if and only if $\Delta \leq 1[18,5,19,23]$. If the spreading function's support region is unknown, a necessary and sufficient condition for identifiability is $\Delta \leq 1 / 2$ [15]. In contrast to our work, the input (probing) signal in $[18,5,19,23,15]$ is not constraint to be band-limited, and the response to the input signal is not constrained to be time-limited. In fact, the probing signal in those works is a (weighted) train of Dirac impulses, which neither decays in time nor in frequency.

Tauböck et al. [28] and Bajwa et al. [2] considered the identification of LTV systems with spreading function compactly supported in a rectangle of area $\Delta \leq 1$. In [28, 2], the time-frequency shifts lie on a (coarse) grid. In our setup, the time frequency shifts must not lie on a grid and may in principle lie in an rectangle of area $L=B T$ that is considerably larger than 1 . Herman and Strohmer [16], in the context of compressed sensing radar, and Pfander et al. [22] considered the case where the time-frequency shifts lie on a $\left(\frac{1}{B}, \frac{1}{T}\right)$ grid, cf. Section 1.1. Baiwa et al. [1] considered the identification of an LTV of the form (1). The approach in [1] requires the time frequency shifts
$\left(\tau_{n}, \nu_{n}\right)$ to lie in a rectangle of area much less than 1 , i.e., the system needs to be underspread, and requires $(B T)^{2} \geq c S$ in general, both assumption are not required here.

In [8], Candès and Fernandez-Granda study the recovery of the frequency components of a mixture of $S$ complex sinusoids from $L$ equally spaced samples (cf. (4)). As mentioned previously, this corresponds to the case of only time or only frequency shifts. Tang et al. [27] study a related problem, namely the recovery of the frequency components from a random subset of the $L$ equally spaced samples. Both [8, 27] study convex algorithms analogous to the algorithm studied here, and the proof techniques of the corresponding performance results inspired the analysis presented in this paper. In [25] Soltanolkotabi improved the results of [8] with simpler proofs by building approximate dual certificates. We believe that one can utilize this result to simplify our proofs and/or remove the random sign assumption. We leave this to future work.

## 8 Proof of Theorem 1

Theorem 1 is established by constructing a dual polynomial which satisfies the conditions of Proposition 2 . This construction is formalized by the following result.

Proposition 3. Let $\mathcal{T}=\left\{\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{S}\right\} \subset[0,1]^{2}$ be any set of points obeying the minimum distance condition

$$
\left|\mathbf{r}_{j}-\mathbf{r}_{k}\right| \geq \frac{2.38}{N}, \text { for all } \mathbf{r}_{j}, \mathbf{r}_{k} \in \mathcal{T} \text { with } \mathbf{r}_{j} \neq \mathbf{r}_{k}
$$

and assume that $N \geq 512$. Let the coefficients $a_{\ell}, \ell=-N, \ldots, N$ be chosen i.i.d. from ${ }^{4} \mathcal{N}(0,1 / L)$, $L:=2 N+1$, and let the entries of $\mathbf{u} \in\{-1,1\}^{S}$ be i.i.d. uniform on $\{-1,1\}$. Suppose that

$$
L \geq S c \log ^{3}\left(\frac{c^{\prime} L^{6}}{\delta}\right)
$$

Then, with probability at least $1-\delta$, there exists a trigonometric polynomial $Q(\mathbf{r}), \mathbf{r}=[\tau, \nu]^{T}$, of the form

$$
\begin{equation*}
Q(\mathbf{r})=\sum_{p=-N}^{N}\left(e^{-i 2 \pi p \nu} \sum_{k, \ell=-N}^{N} a_{\ell} e^{i 2 \pi(p-\ell) \frac{k}{L}} e^{-i 2 \pi k \tau}\right) q_{p} \tag{28}
\end{equation*}
$$

with complex coefficients $q_{p}$ such that

$$
Q\left(\mathbf{r}_{j}\right)=u_{j}, \text { for all } \mathbf{r}_{j} \in \mathcal{T}, \text { and }|Q(\mathbf{r})|<1 \text { for all } \mathbf{r} \in[0,1]^{2} \backslash \mathcal{T}
$$

We provide a proof of Proposition 3 by constructing $Q(\mathbf{r})$ explicitly. Our construction of the polynomial $Q(\mathbf{r})$ is inspired by that in [8, 27], and builds on results derived in [8, 27]. We will construct the polynomial $Q(\mathbf{r})$ by interpolating the points $\left(\mathbf{r}_{j}, u_{j}\right), j=1, \ldots, S$, with shifted versions of the kernel $G(\mathbf{r})$ (defined below) and its partial derivatives according to

$$
\begin{equation*}
Q(\mathbf{r})=\sum_{k=1}^{S} \alpha_{k} G\left(\mathbf{r}-\mathbf{r}_{k}\right)+\beta_{1 k} G^{(1,0)}\left(\mathbf{r}-\mathbf{r}_{k}\right)+\beta_{2 k} G^{(0,1)}\left(\mathbf{r}-\mathbf{r}_{k}\right) \tag{29}
\end{equation*}
$$

[^4]where $G^{(m, n)}(\mathbf{r}):=\frac{\partial^{m}}{\partial \tau^{m}} \frac{\partial^{n}}{\partial \nu^{n}} G(\mathbf{r})$. We will choose the coefficients $\alpha_{k}, \beta_{1 k}, \beta_{2 k}$ later in such a way that
\[

$$
\begin{equation*}
Q\left(\mathbf{r}_{j}\right)=u_{j}, \quad Q^{(1,0)}\left(\mathbf{r}_{j}\right)=0, \text { and } Q^{(0,1)}\left(\mathbf{r}_{j}\right)=0, \text { for all } \mathbf{r}_{j} \in \mathcal{T} \tag{30}
\end{equation*}
$$

\]

and then show that the resulting polynomial, with high probability, satisfies $|Q(\mathbf{r})|<1$ for all $\mathbf{r} \notin \mathcal{T}$. Requiring the partial derivatives of $Q(\mathbf{r})$ to be zero on $\mathcal{T}$ implies that the magnitude of $Q(\mathbf{r})$ reaches local maxima on $\mathcal{T}$, which will be important to establish $Q(\mathbf{r})<1$ for all $\mathbf{r} \notin \mathcal{T}$.

The polynomial $Q(\mathbf{r})$ is of the form (28), if the kernel $G(\mathbf{r})$ (and its partial derivatives $G^{(1,0)}(\mathbf{r})$ and $\left.G^{(0,1)}(\mathbf{r})\right)$ are of the form (28). To satisfy this, we construct the kernel $G(\mathbf{r})$ as follows. Define the vectors $\mathbf{f}(\mathbf{r}) \in \mathbb{C}^{L^{2}}$ and $\mathbf{g} \in \mathbb{C}^{L^{2}}$ as $[\mathbf{f}(\mathbf{r})]_{(k, p)}=e^{i 2 \pi(k \tau+p \nu)}$ and $[\mathbf{g}]_{(k, p)}=g(p) g(k)$, $k, p=-N, \ldots, N$, where the $g(k)$ are the coefficients of the squared Fejér kernel, defined in (33) below. Note that, for convenience, we will frequently use a two-dimensional index, e.g., we use $(p, k)$ to index the coefficients of $\mathbf{g}$ and $\mathbf{f}$. For example $\mathbf{g}$ can simply be written as $\mathbf{g}=\left[g_{(-N,-N)}, g_{(-N,-N+1)}, \ldots, g_{(-N, N)}, g_{(-N+1,-N)}, \ldots, g_{(N, N)}\right]^{T}$. The matrix $\mathbf{A} \in \mathbb{C}^{L \times L^{2}}$ is implicitly defined for a vector $\tilde{\mathbf{f}}$ with entries $[\tilde{\mathbf{f}}]_{(p, k)}$ by

$$
\begin{equation*}
[\mathbf{A} \tilde{\mathbf{f}}]_{p}:=\sum_{k, \ell=-N}^{N} a_{\ell} e^{-i 2 \pi \frac{(p-\ell) k}{L}}[\tilde{\mathbf{f}}]_{(p, k)}, \quad p=-N, \ldots, N \tag{31}
\end{equation*}
$$

With this notation, the kernel $G(\mathbf{r})$ is defined by

$$
\begin{equation*}
G(\mathbf{r}):=\frac{1}{M^{2}} \mathbf{f}^{H}(\mathbf{r}) \mathbf{A}^{H} \mathbf{A} \mathbf{g} \tag{32}
\end{equation*}
$$

where $M:=N / 2+1$.
First note that, by construction, $G(\mathbf{r})$ (and its partial derivatives $G^{(1,0)}(\mathbf{r})$ and $G^{(0,1)}(\mathbf{r})$ ) satisfy (28), as desired, since the entries of the vector $\mathbf{f}^{H}(\mathbf{r}) \mathbf{A}^{H}$ are the terms in the bracket in (28). Due to $\mathbb{E}\left[\mathbf{A}^{H} \mathbf{A}\right]=\mathbf{I}$ (shown later, cf. (36); expectation is with respect to the $a_{\ell}$ ), we have

$$
\bar{G}(\mathbf{r}):=\mathbb{E}[G(\mathbf{r})]=\frac{1}{M^{2}} \mathbf{f}^{H}(\mathbf{r}) \mathbf{g}=K(\tau) K(\nu)
$$

where $K(t)$ is the squared Fejér kernel, defined as

$$
\begin{equation*}
K(t):=\left(\frac{\sin (M \pi t)}{M \sin (\pi t)}\right)^{4}=\frac{1}{M} \sum_{k=-N}^{N} g(k) e^{-i 2 \pi t k} \tag{33}
\end{equation*}
$$

Note that $K(t)$ is a trigonometric polynomial of degree $N$ with coefficients $g(k) . K(t)$ decays rapidly around the origin $t=0(K(0)=1)$, thus $\bar{G}(\mathbf{r})$ also decays rapidly around the origin $\mathbf{r}=\mathbf{0}$. We will show later that $G(\mathbf{r})$ concentrates tightly around $\bar{G}(\mathbf{r})$, which implies that $\bar{G}(\mathbf{r})$ decays rapidly around the origin as well. In Figure 4 we plot $G(\mathbf{r})$ and $\bar{G}(\mathbf{r}) / \bar{G}(\mathbf{0})$ for $N=60$ and $N=300$. Note that close to $\mathbf{r}=\mathbf{0}$, the random Kernel $\bar{G}(\mathbf{r})$ and the deterministic Kernel $\bar{G}(\mathbf{r})$ are very close.

We will establish that (30) holds and that $Q(\mathbf{r})<1$ for all $\mathbf{r} \notin \mathcal{T}$ by showing that $Q(\mathbf{r})$ is close to the (deterministic) polynomial

$$
\bar{Q}(\mathbf{r})=\sum_{k=1}^{S} \bar{\alpha}_{k} \bar{G}\left(\mathbf{r}-\mathbf{r}_{k}\right)+\bar{\beta}_{1 k} \bar{G}^{(1,0)}\left(\mathbf{r}-\mathbf{r}_{k}\right)+\bar{\beta}_{2 k} \bar{G}^{(0,1)}\left(\mathbf{r}-\mathbf{r}_{k}\right)
$$




Figure 4: Plots of the random kernel $G(\mathbf{r})$ along with the deterministic kernel $\bar{G}(\mathbf{r})$.
where $\bar{G}^{(m, n)}(\mathbf{r}):=\frac{\partial^{m}}{\partial \tau^{m}} \frac{\partial^{n}}{\partial \nu^{n}} \bar{G}(\mathbf{r})$, and the coefficients $\bar{\alpha}_{k}, \bar{\beta}_{1 k}$ and $\bar{\beta}_{2 k}$ are chosen in a certain way that guarantees that

$$
\begin{equation*}
\bar{Q}\left(\mathbf{r}_{j}\right)=u_{j}, \quad \bar{Q}^{(1,0)}\left(\mathbf{r}_{j}\right)=0, \text { and } \bar{Q}^{(0,1)}\left(\mathbf{r}_{j}\right)=0, \text { for all } \mathbf{r}_{j} \in \mathcal{T} \tag{34}
\end{equation*}
$$

and additionally $\bar{Q}(\mathbf{r})<1$ for all $\mathbf{r} \in[0,1]^{2} \backslash \mathcal{T}$. That such a construction is indeed possible (for any choice of $\left.u_{j} \in\{-1,1\}\right)$ is proven in [8] in the context of super-resolution in two dimensions.

The remainder of the proof is organized as follows.

1. We will start by showing that, with high probability, for a fixed $\mathbf{r}$, the kernels $G(\mathbf{r})$ and $\bar{G}(\mathbf{r})$ (and its partial derivatives) are close, i.e., $\left|G^{(m, n)}(\mathbf{r})-\bar{G}^{(m, n)}(\mathbf{r})\right|$ is small.
2. Next, we will show that (with high probability) there exists a choice of coefficients $\alpha_{k}, \beta_{1 k}, \beta_{2 k}$ such that (30) is satisfied.
3. Finally we establish that $Q(\mathbf{r})<1$ for all $\mathbf{r} \notin \mathcal{T}$ (with the coefficients chosen as in Step 2). This is accomplished using an $\epsilon$-net argument:
(a) Let $\Omega \subset[0,1]^{2}$ be a (finite) set of grid points. We will show that $Q(\mathbf{r})$ is close to $\bar{Q}(\mathbf{r})$ for all $\mathbf{r} \in \Omega$ (with high probability).
(b) Next, we extend this result to hold for all $\mathbf{r} \in[0,1]^{2}$ using Bernstein's polynomial inequality.
(c) Combining this result with a result in [8] showing that $\bar{Q}(\mathbf{r})<1$ for all $\mathbf{r} \notin \mathcal{T}$, we can conclude that $\bar{Q}(\mathbf{r})<1$ for all $\mathbf{r} \notin \mathcal{T}$ (with high probability).

### 8.1 Step 1: Concentration of $G^{(m, n)}(\mathbf{r})$ around $\bar{G}^{(m, n)}(\mathbf{r})$

In this subsection we establish the following result.
Lemma 1. For a fixed $\mathbf{r}$, for all $\alpha \geq 0$, and for all $(m, n)$ with $m+n \leq 4$,

$$
\begin{equation*}
\mathbb{P}\left[\frac{1}{\kappa^{m+n}}\left|G^{(m, n)}(\mathbf{r})-\bar{G}^{(m, n)}(\mathbf{r})\right|>c_{1} 12^{\frac{m+n}{2}} \frac{\alpha}{\sqrt{L}}\right] \leq 2 \exp \left(-c \min \left(\frac{\alpha^{2}}{c_{2}^{4}}, \frac{\alpha}{c_{2}^{2}}\right)\right) \tag{35}
\end{equation*}
$$

where $\kappa:=\sqrt{\left|K^{\prime \prime}(0)\right|}$ and $c, c_{1}, c_{2}$ are numerical constants.
We first show that $\mathbb{E}\left[G^{(m, n)}(\mathbf{r})\right]=\bar{G}^{(m, n)}(\mathbf{r})$. Lemma 1 is proven by expressing $G^{(m, n)}(\mathbf{r})$ as a quadratic form in $\mathbf{a}:=\left[a_{-N}, \ldots, a_{N}\right]^{T}$, and showing that it does not deviate much from its expectation $\bar{G}^{(m, n)}(\mathbf{r})$ using the Hanson-Wright inequality below.

Theorem 3 (Hanson-Wright inequality [24, Thm. 1.1]). Let $\mathbf{a} \in \mathbb{R}^{L}$ be a random vector with independent zero-mean $K$-sub-Gaussian entries (i.e., the entries obey $\sup _{p \geq 1} p^{-1}\left(\mathbb{E}\left[\left|a_{\ell}\right|^{p}\right]\right)^{1 / p} \leq K$ ), and let $\mathbf{V}$ be an $L \times L$ matrix. Then, for all $t \geq 0$,

$$
\mathbb{P}\left[\left|\mathbf{a}^{T} \mathbf{V a}-\mathbb{E}\left[\mathbf{a}^{T} \mathbf{V a}\right]\right|>t\right] \leq 2 \exp \left(-c \min \left(\frac{t^{2}}{K^{4}\|\mathbf{V}\|_{F}^{2}}, \frac{t}{K^{2}\|\mathbf{V}\|}\right)\right)
$$

where $c$ is a numerical constant.

We first show that $\mathbb{E}\left[\mathbf{A}^{H} \mathbf{A}\right]=\mathbf{I}$, which implies

$$
\begin{equation*}
\mathbb{E}\left[G^{(m, n)}(\mathbf{r})\right]=\bar{G}^{(m, n)}(\mathbf{r}) \tag{36}
\end{equation*}
$$

To this end, note that the partial derivatives of $G(\mathbf{r})$ are

$$
\begin{equation*}
G^{(m, n)}(\mathbf{r})=\frac{1}{M^{2}} \sum_{k, p=-N}^{N}(-i 2 \pi k)^{m}(-i 2 \pi p)^{n} e^{-i 2 \pi(k \tau+p \nu)}\left[\mathbf{A}^{H} \mathbf{A g}\right]_{(k, p)} \tag{37}
\end{equation*}
$$

and the partial derivatives of $\bar{G}(\mathbf{r})$ are

$$
\bar{G}^{(m, n)}(\mathbf{r})=\frac{1}{M^{2}} \sum_{k, p=-N}^{N}(-i 2 \pi k)^{m}(-i 2 \pi p)^{n} e^{-i 2 \pi(k \tau+p \nu)} g(k) g(p) .
$$

The matrix $\mathbf{A}^{H} \mathbf{A} \in \mathbb{C}^{L^{2} \times L^{2}}$ is block diagonal, with the $p$ th block on its diagonal, $\mathbf{B}_{p} \in \mathbb{C}^{L \times L}$, given by

$$
\left[\mathbf{B}_{p}\right]_{k, \tilde{k}}=\sum_{\ell, \tilde{\ell}=-N}^{N} e^{-i 2 \pi \frac{(p-\ell) k}{L}} e^{i 2 \pi \frac{(p-\tilde{\ell}) \tilde{k}}{L}} a_{\ell} a_{\tilde{\ell}}^{*}, \quad k, \tilde{k}=-N, \ldots, N .
$$

Using that $\mathbb{E}\left[a_{\ell} a_{\tilde{\ell}}^{*}\right]=1 / L$ for $\ell=\tilde{\ell}$ and $\mathbb{E}\left[a_{\ell} a_{\tilde{\ell}}^{*}\right]=0$ for $\ell \neq \tilde{\ell}$ we obtain that $\mathbb{E}\left[\mathbf{B}_{p}\right]=\mathbf{I}$ and therefore $\mathbb{E}\left[\mathbf{A}^{H} \mathbf{A}\right]=\mathbf{I}$. Plugging this into (37) yields (36).

We next express $G^{(m, n)}(\mathbf{r})$ as a quadratic form in a. To this end, first note that by (31), $\mathbf{A g}=\mathbf{A}_{\mathbf{g}} \mathbf{a}$, where $\mathbf{A}_{\mathbf{g}} \in \mathbb{C}^{L \times L}$ is defined as

$$
\left[\mathbf{A}_{\mathbf{g}}\right]_{p, \ell}:=\sum_{k=-N}^{N} e^{-i 2 \pi \frac{(p-\ell) k}{L}} g(p) g(k)
$$

Next, define $\mathbf{f}^{(m, n)}(\mathbf{r}):=\frac{\partial^{m}}{\partial \tau^{m}} \frac{\partial^{n}}{\partial \nu^{n}} \mathbf{f}(\mathbf{r}), \mathbf{r}=[\tau, \nu]^{T}$. We have

$$
\left[\mathbf{A f}^{(m, n)}\right]_{p}=\sum_{k, \ell=-N}^{N} e^{-i 2 \pi \frac{(p-\ell) k}{L}}(i 2 \pi k)^{m}(i 2 \pi p)^{n} e^{i 2 \pi(k \tau+p \nu)} a_{\ell}
$$

thus $\left(\mathbf{f}^{(m, n)}\right)^{H} \mathbf{A}^{H}=\mathbf{a}^{H} \mathbf{A}_{\mathbf{f}}^{H}$ where $\mathbf{A}_{\mathbf{f}}^{H} \in \mathbb{C}^{L \times L}$ is defined by

$$
\left[\mathbf{A}_{\mathbf{f}}^{H}\right]_{\tilde{\ell}, p}=\sum_{\tilde{k}=-N}^{N}(-i 2 \pi \tilde{k})^{m}(-i 2 \pi p)^{n} e^{i 2 \pi \frac{(p-\tilde{e}) \tilde{k}}{L}} e^{-i 2 \pi(\tilde{k} \tau+p \nu)}
$$

We therefore obtain the desired representation as a quadratic form

$$
\begin{equation*}
G^{(m, n)}(\mathbf{r})=\frac{1}{M^{2}}\left(\mathbf{f}^{(m, n)}(\mathbf{r})\right)^{H} \mathbf{A}^{H} \mathbf{A g}=\frac{1}{M^{2}} \mathbf{a}^{H} \mathbf{A}_{\mathbf{f}}^{H} \mathbf{A}_{\mathbf{g}} \mathbf{a}=\mathbf{a}^{H} \mathbf{V}^{(m, n)}(\mathbf{r}) \mathbf{a} \tag{38}
\end{equation*}
$$

where $\mathbf{V}^{(m, n)}(\mathbf{r}):=\frac{1}{M^{2}} \mathbf{A}_{\mathbf{f}}^{H} \mathbf{A}_{\mathbf{g}} \in \mathbb{C}^{L \times L}$ has coefficients

$$
\left[\mathbf{V}^{(m, n)}(\mathbf{r})\right]_{\tilde{\ell}, \ell}=\frac{1}{M^{2}} \sum_{p, k, \tilde{k}=-N}^{N}(-i 2 \pi \tilde{k})^{m}(-i 2 \pi p)^{n} e^{-i 2 \pi \frac{(p-\ell) k}{L}} e^{i 2 \pi \frac{(p-\tilde{\ell}) \tilde{k}}{L}} e^{-i 2 \pi(\tilde{k} \tau+p \nu)} g(p) g(k) .
$$

In order to evaluate the right hand side (RHS) of the Hanson-Wright inequality, we will need the following upper bound on $\left\|\mathbf{V}^{(m, n)}(\mathbf{r})\right\|_{F}$.

Lemma 2. For all $\mathbf{r}$, and for all $(m, n)$ with $m+n \leq 4$,

$$
\left\|\mathbf{V}^{(m, n)}(\mathbf{r})\right\|_{F} \leq c_{1}(2 \pi N)^{n+m} \sqrt{L}
$$

Proof. We start by upper-bounding $\left|\left[\mathbf{V}^{(m, n)}(\mathbf{r})\right]_{\tilde{\ell}, \ell}\right|$. By definition of $K(t)$ (cf. (33))

$$
\begin{aligned}
{\left[\mathbf{V}^{(m, n)}(\mathbf{r})\right]_{\tilde{\ell}, \ell} } & =\frac{1}{M} \sum_{p, \tilde{k}=-N}^{N}\left(\frac{1}{M} \sum_{k=-N}^{N} g(k) e^{-i 2 \pi \frac{(p-\ell) k}{L}}\right)(-i 2 \pi \tilde{k})^{m}(-i 2 \pi p)^{n} e^{i 2 \pi \frac{(p-\tilde{\ell}) \tilde{k}}{L}} e^{-i 2 \pi(\tilde{k} \tau+p \nu)} g(p) \\
& =\sum_{p=-N}^{N} K\left(\frac{p-\ell}{L}\right)(-i 2 \pi p)^{n} e^{-i 2 \pi p \nu} g(p) \frac{1}{M} \sum_{\tilde{k}=-N}^{N}(-i 2 \pi \tilde{k})^{m} e^{i 2 \pi\left(\frac{p-\tilde{\ell}}{L}-\tau\right) \tilde{k}}
\end{aligned}
$$

Using that $|g(p)| \leq 1$, for all $p$, we obtain

$$
\begin{aligned}
\left|\left[\mathbf{V}^{(m, n)}(\mathbf{r})\right]_{\tilde{\ell}, \ell}\right| & \leq(2 \pi N)^{n} \sum_{p=-N}^{N}\left|K\left(\frac{p-\ell}{L}\right)\right|\left|\frac{1}{M} \sum_{\tilde{k}=-N}^{N}(-i 2 \pi \tilde{k})^{m} e^{i 2 \pi\left(\frac{p-\tilde{\ell}}{L}-\tau\right) \tilde{k}}\right| \\
& =(2 \pi N)^{n} \sum_{p=-N}^{N}\left|K\left(\frac{p}{L}\right)\right|\left|\frac{1}{M} \sum_{\tilde{k}=-N}^{N}(-i 2 \pi \tilde{k})^{m} e^{i 2 \pi\left(\frac{p+\ell-\tilde{\ell}}{L}-\tau\right) \tilde{k}}\right|
\end{aligned}
$$

where we used that the absolute values in the sum above are $L$-periodic in $p$ (recall that $K(t)$ is 1-periodic). Using that

$$
|K(t)|=\left|\frac{\sin (\pi M t)}{M \sin (\pi t)}\right|^{4} \leq \min \left(1, \frac{1}{(2 M t)^{4}}\right)
$$

for $t \in[-1 / 2,1 / 2]$ (from $|\sin (\pi t)| \geq 2|t|)$ we have

$$
\left|K\left(\frac{p}{L}\right)\right| \leq \min \left(1, \frac{1}{(2 M p / L)^{4}}\right) \leq \min \left(1, \frac{16}{p^{4}}\right) \leq 16 \min \left(1, \frac{1}{p^{4}}\right)
$$

where we used that $\frac{L}{2 M}=\frac{2 N+1}{N+2} \leq 2$. We thus obtain

$$
\left|\left[\mathbf{V}^{(m, n)}(\mathbf{r})\right]_{\tilde{\ell}, \ell}\right| \leq(2 \pi N)^{m+n} \underbrace{16(2 \pi N)^{-m} \sum_{p=-N}^{N} \min \left(1, \frac{1}{p^{4}}\right)\left|\frac{1}{M} \sum_{\tilde{\tilde{k}}=-N}^{N}(-i 2 \pi \tilde{k})^{m} e^{i 2 \pi\left(\frac{p+\ell-\tilde{\ell}}{L}-\tau\right) \tilde{k}}\right|}_{U\left(\tau-\frac{\ell-\tilde{\ell}}{L}\right):=}
$$

where $U(t)$ is 1 -periodic and satisfies $U(t) \leq c \min \left(1, \frac{1}{L|t|}\right)$ for $|t| \leq 1 / 2$ as shown in Appendix D . Thus

$$
\left|\left[\mathbf{V}^{(m, n)}(\mathbf{r})\right]_{\tilde{\ell}, \ell}\right| \leq(2 \pi N)^{m+n} U\left(\tau-\frac{\ell-\tilde{\ell}}{L}\right)
$$

which yields

$$
\begin{equation*}
\left\|\mathbf{V}^{(m, n)}(\mathbf{r})\right\|_{F}^{2}=\sum_{\ell, \tilde{\ell}=-N}^{N}\left|[\mathbf{V}]_{\tilde{\ell}, \ell}\right|^{2} \leq(2 \pi N)^{2(n+m)} \sum_{\ell, \tilde{\ell}=-N}^{N} U^{2}\left(\tau-\frac{\ell-\tilde{\ell}}{L}\right) \tag{39}
\end{equation*}
$$

Using that $U(t)$ is 1-periodic, and upper-bounded by $c \min \left(1, \frac{1}{L|t|}\right)$ we obtain

$$
\begin{equation*}
\sum_{\ell=-N}^{N} U^{2}\left(\tau-\frac{\ell-\tilde{\ell}}{L}\right) \leq \sum_{\ell=-N}^{N}\left(c \min \left(1, \frac{1}{L|\ell| L \mid}\right)\right)^{2} \leq c^{2}\left(1+2 \sum_{\ell \geq 1} \frac{1}{\ell^{2}}\right)=\underbrace{c^{2}\left(1+\frac{\pi^{2}}{3}\right)}_{c_{2}} \tag{40}
\end{equation*}
$$

Substituting (40) into (39) yields

$$
\begin{equation*}
\left\|\mathbf{V}^{(m, n)}(\mathbf{r})\right\|_{F}^{2} \leq(2 \pi N)^{2(n+m)} \sum_{\tilde{\ell}=N}^{N} c_{2} \leq(2 \pi N)^{2(n+m)} c_{2} L \tag{41}
\end{equation*}
$$

where $c_{1}=\sqrt{c_{2}}$. This concludes the proof.
We are now ready to establish Lemma 1 by application of the Hanson-Wright inequality. With $K^{\prime \prime}(0)=-\frac{\pi^{2}}{3}\left(N^{2}+4 N\right)\left[8\right.$, Eq. 2.23] we have (recall that $\left.\kappa=\sqrt{\left|K^{\prime \prime}(0)\right|}\right)$ that

$$
\frac{(2 \pi N)^{n+m}}{\kappa^{m+n}}=\frac{(2 \pi N)^{n+m}}{\left(\frac{\pi^{2}}{3}\left(N^{2}+4 N\right)\right)^{(m+n) / 2}} \leq 12^{\frac{m+n}{2}}
$$

which yields

$$
\begin{align*}
\mathbb{P}\left[\frac{1}{\kappa^{m+n}}\left|G^{(m, n)}(\mathbf{r})-\bar{G}^{(m, n)}(\mathbf{r})\right|>c_{1} 12^{\frac{m+n}{2}}\right. & \left.\frac{\alpha}{\sqrt{L}}\right] \leq \mathbb{P}\left[\left|G^{(m, n)}(\mathbf{r})-\bar{G}^{(m, n)}(\mathbf{r})\right|>c_{1}(2 \pi N)^{n+m} \frac{\alpha}{\sqrt{L}}\right] \\
& \leq \mathbb{P}\left[\left|\mathbf{a}^{T} \mathbf{V a}-\mathbb{E}\left[\mathbf{a}^{T} \mathbf{V a}\right]\right|>\|\mathbf{V}\|_{F} \frac{\alpha}{L}\right]  \tag{42}\\
& \leq 2 \exp \left(-c \min \left(\frac{\|\mathbf{V}\|_{F}^{2} \alpha^{2}}{L^{2} K^{4}\|\mathbf{V}\|_{F}^{2}}, \frac{\|\mathbf{V}\|_{F} \alpha}{L K^{2}\|\mathbf{V}\|}\right)\right)  \tag{43}\\
& \leq 2 \exp \left(-c \min \left(\frac{\alpha^{2}}{c_{2}^{4}}, \frac{\alpha}{c_{2}^{2}}\right)\right) \tag{44}
\end{align*}
$$

where (42) follows from $\|\mathbf{V}\|_{F} \leq c_{1}(2 \pi N)^{n+m} \sqrt{L}$ (cf. Lemma 2), and from $G^{(m, n)}(\mathbf{r})=\mathbf{a}^{H} \mathbf{V a}$ and $\mathbb{E}\left[\mathbf{a}^{H} \mathbf{V a}\right]=\mathbb{E}\left[G^{(m, n)}(\mathbf{r})\right]=\bar{G}^{(m, n)}(\mathbf{r})($ cf. (36)). To obtain (43), we used Theorem 3 with $t=\|\mathbf{V}\|_{F} \frac{\alpha}{L}$, and (44) follows because the sub-Gaussian parameter $K$ of the random variable $[\mathbf{a}]_{\ell} \sim \mathcal{N}(0,1 / L)$ is given by $K=c_{2} / \sqrt{L}$ (e.g., [29, Ex. 5.8]) and $\|\mathbf{V}\|_{F} /\|\mathbf{V}\| \geq 1$.

### 8.2 Step 2: Choice of the coefficients $\alpha, \beta_{1 k}, \beta_{2 k}$

We next show that, with high probability, there exists a set of coefficients $\alpha, \beta_{1 k}, \beta_{2 k}$ such that $Q(\mathbf{r})$ satisfies (30). To this end, we first review the result in [8] with ensures that there exists a set of coefficients $\bar{\alpha}, \bar{\beta}_{1 k}, \bar{\beta}_{2 k}$ such that (34) is satisfied. Writing (34) in matrix form yields

$$
\underbrace{\left[\begin{array}{ccc}
\overline{\mathbf{D}}_{0,0} & \frac{1}{\kappa} \overline{\mathbf{D}}_{1,0} & \frac{1}{\kappa} \overline{\mathbf{D}}_{0,1}  \tag{45}\\
-\frac{1}{\kappa} \overline{\mathbf{D}}_{1,0} & -\frac{1}{\kappa^{2}} \overline{\mathbf{D}}_{2,0} & -\frac{1}{\kappa^{2}} \overline{\mathbf{D}}_{1,1} \\
-\frac{1}{\kappa} \overline{\mathbf{D}}_{0,1} & -\frac{1}{\kappa^{2}} \overline{\mathbf{D}}_{1,1} & -\frac{1}{\kappa^{2}} \overline{\mathbf{D}}_{0,2}
\end{array}\right]}_{\overline{\mathbf{D}}}\left[\begin{array}{c}
\overline{\boldsymbol{\alpha}} \\
\kappa \overline{\boldsymbol{\beta}}_{1} \\
\kappa \overline{\boldsymbol{\beta}}_{2}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

where $\left[\overline{\mathbf{D}}_{m, n}\right]_{j, k}:=\bar{G}^{(m, n)}\left(\mathbf{r}_{j}-\mathbf{r}_{k}\right),[\overline{\boldsymbol{\alpha}}]_{k}:=\bar{\alpha}_{k},\left[\overline{\boldsymbol{\beta}}_{1}\right]_{k}:=\bar{\beta}_{1 k}$ and $\left[\overline{\boldsymbol{\beta}}_{2}\right]_{k}:=\bar{\beta}_{2 k}$. Here we have scaled the entries of $\overline{\mathbf{D}}$ such that its diagonal entries are $1\left(K(0)=1, \kappa^{2}=\left|K^{\prime \prime}(0)\right|\right.$, and $K^{\prime \prime}(0)$ is negative). Since $\overline{\mathbf{D}}_{0,0}, \overline{\mathbf{D}}_{1,1}, \overline{\mathbf{D}}_{2,0}, \overline{\mathbf{D}}_{0,2}$ are symmetric while $\overline{\mathbf{D}}_{1,0}, \overline{\mathbf{D}}_{0,1}$ are antisymmetric, $\overline{\mathbf{D}}$ is symmetric.

The following result, proven in [8, Eq. C6, C7, C8, C9], ensures that $\overline{\mathbf{D}}$ is invertible and thus the coefficients $\bar{\alpha}, \bar{\beta}_{1 k}, \bar{\beta}_{2 k}$ can be obtained according to

$$
\left[\begin{array}{c}
\overline{\boldsymbol{\alpha}}  \tag{46}\\
\kappa \overline{\boldsymbol{\beta}}_{1} \\
\kappa \overline{\boldsymbol{\beta}}_{2}
\end{array}\right]=\overline{\mathbf{D}}^{-1}\left[\begin{array}{c}
\mathbf{u} \\
\mathbf{0}
\end{array}\right]=\overline{\mathbf{L}} \mathbf{u}
$$

where $\overline{\mathbf{L}}$ is the $3 S \times S$ submatrix of $\overline{\mathbf{D}}^{-1}$ corresponding to the first $S$ columns of $\overline{\mathbf{D}}^{-1}$.
Proposition 4 ([8, Eq. C6, C7, C8, C9]). $\overline{\mathbf{D}}$ is invertible and

$$
\begin{align*}
\|\mathbf{I}-\overline{\mathbf{D}}\| & \leq 0.19808  \tag{47}\\
\|\overline{\mathbf{D}}\| & \leq 1.19808  \tag{48}\\
\left\|\overline{\mathbf{D}}^{-1}\right\| & \leq 1.24700 \tag{49}
\end{align*}
$$

Proof. Since $\overline{\mathbf{D}}$ is real and symmetric, it is normal, and thus its singular values are equal to the absolute values of its eigenvalues. Using that the diagonal entries of $\overline{\mathbf{D}}$ are 1, by Gershgorin's circle theorem [17, Thm. 6.1.1], the eigenvalues of $\overline{\mathbf{D}}$ are in the interval [ $1-\|\mathbf{I}-\overline{\mathbf{D}}\|_{\infty}, 1+\|\mathbf{I}-\overline{\mathbf{D}}\|_{\infty}$ ], where $\|\mathbf{A}\|_{\infty}:=\max _{i} \sum_{j}\left|[\mathbf{A}]_{i, j}\right|$. Using that $\|\mathbf{I}-\overline{\mathbf{D}}\|_{\infty} \leq 0.19808$ (shown below), it follows that $\overline{\mathbf{D}}$ is invertible and

$$
\begin{aligned}
\|\overline{\mathbf{D}}\| & \leq 1+\|\mathbf{I}-\overline{\mathbf{D}}\|_{\infty} \leq 1.19808 \\
\left\|\overline{\mathbf{D}}^{-1}\right\| & \leq \frac{1}{1-\|\mathbf{I}-\overline{\mathbf{D}}\|_{\infty}} \leq 1.2470 .
\end{aligned}
$$

The proof is concluded by noting that

$$
\begin{aligned}
\|\mathbf{I}-\overline{\mathbf{D}}\|_{\infty} & =\max \left\{\left\|\mathbf{I}-\mathbf{D}_{0,0}\right\|_{\infty}+2\left\|\frac{1}{\kappa} \overline{\mathbf{D}}_{1,0}\right\|_{\infty},\left\|\frac{1}{\kappa} \overline{\mathbf{D}}_{1,0}\right\|_{\infty}+\left\|\mathbf{I}-\frac{1}{\kappa^{2}} \mathbf{D}_{2,0}\right\|_{\infty}+\left\|\frac{1}{\kappa^{2}} \overline{\mathbf{D}}_{1,1}\right\|_{\infty}\right\} \\
& \leq 0.19808
\end{aligned}
$$

where we used [8, Eq. C6, C7, C8, C9]:

$$
\begin{aligned}
&\left\|\mathbf{I}-\mathbf{D}_{0,0}\right\|_{\infty} \leq 0.04854 \\
&\left\|\frac{1}{\kappa} \overline{\mathbf{D}}_{1,0}\right\|_{\infty}=\left\|\frac{1}{\kappa} \overline{\mathbf{D}}_{0,1}\right\|_{\infty} \leq 0.04258 \\
&\left\|\frac{1}{\kappa^{2}} \overline{\mathbf{D}}_{1,1}\right\|_{\infty} \leq 0.04791 \\
&\left\|\mathbf{I}-\frac{1}{\kappa^{2}} \mathbf{D}_{0,2}\right\|_{\infty}=\left\|\mathbf{I}-\frac{1}{\kappa^{2}} \mathbf{D}_{2,0}\right\|_{\infty} \leq 0.1076 .
\end{aligned}
$$

We next show that with high probability there exists a set of coefficients $\alpha, \beta_{1 k}, \beta_{2 k}$ which satisfies (30). To this end, we write (30) in matrix form:

$$
\underbrace{\left[\begin{array}{ccc}
\mathbf{D}_{0,0} & \frac{1}{\kappa} \mathbf{D}_{1,0} & \frac{1}{\kappa} \mathbf{D}_{0,1}  \tag{50}\\
-\frac{1}{\kappa} \mathbf{D}_{1,0} & -\frac{1}{\kappa^{2}} \mathbf{D}_{2,0} & -\frac{1}{\kappa^{2}} \mathbf{D}_{1,1} \\
-\frac{1}{\kappa} \mathbf{D}_{0,1} & -\frac{1}{\kappa^{2}} \mathbf{D}_{1,1} & -\frac{1}{\kappa^{2}} \mathbf{D}_{0,2}
\end{array}\right]}_{\mathbf{D}}\left[\begin{array}{c}
\boldsymbol{\alpha} \\
\kappa \boldsymbol{\beta}_{1} \\
\kappa \boldsymbol{\beta}_{2}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

where $\left[\mathbf{D}_{0,0}\right]_{j, k}:=G^{(m, n)}\left(\mathbf{r}_{j}-\mathbf{r}_{k}\right),[\boldsymbol{\alpha}]_{k}:=\alpha_{k},\left[\boldsymbol{\beta}_{1}\right]_{k}:=\beta_{1 k}$, and $\left[\boldsymbol{\beta}_{2}\right]_{k}:=\beta_{2 k}$ and show that $\mathbf{D}$ can be inverted with high probability. Specifically, we show that the probability of the event

$$
\mathcal{E}_{\tau}=\{\|\mathbf{D}-\overline{\mathbf{D}}\| \leq \tau\}
$$

is high, and on $\mathcal{E}_{\tau}$, with $\tau \in[0,1 / 4]$, $\mathbf{D}$ is invertible. The fact that $\mathbf{D}$ is invertible on $\mathcal{E}_{\tau}$, with $\tau \in[0,1 / 4]$ follows from the following set of inequalities:

$$
\|\mathbf{I}-\mathbf{D}\| \leq\|\mathbf{D}-\overline{\mathbf{D}}\|+\|\overline{\mathbf{D}}-\mathbf{I}\| \leq \tau+0.1908 \leq 0.4408
$$

Since $\mathbf{D}$ is invertible, the coefficients $\alpha, \beta_{1 k}, \beta_{2 k}$ can be obtained as

$$
\left[\begin{array}{c}
\boldsymbol{\alpha}  \tag{51}\\
\kappa \boldsymbol{\beta}_{1} \\
\kappa \boldsymbol{\beta}_{2}
\end{array}\right]=\mathbf{D}^{-1}\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{0}
\end{array}\right]=\mathbf{L u}
$$

where $\mathbf{L}$ is the $3 S \times S$ submatrix of $\mathbf{D}^{-1}$ corresponding to the first $S$ columns of $\mathbf{D}^{-1}$. On $\mathcal{E}_{\tau}$ with $\tau \in[0,1 / 4]$, the norm of $\mathbf{L}$ is bounded as well:

$$
\begin{equation*}
\|\mathbf{L}\| \leq\left\|\mathbf{D}^{-1}\right\| \leq 2\left\|\overline{\mathbf{D}}^{-1}\right\| \leq 2.5 \tag{52}
\end{equation*}
$$

where the first inequality follows since $\mathbf{L}$ is a submatrix of $\mathbf{D}^{-1}$, and the second inequality follows from the first part of the lemma below applied to $\mathbf{B}=\mathbf{D}$ and $\mathbf{C}=\overline{\mathbf{D}}$ (by $\|\mathbf{D}-\overline{\mathbf{D}}\| \leq 1 / 4$ and $\left\|\overline{\mathbf{D}}^{-1}\right\| \leq 1.247$, cf. (49), the conditions of the corollary are satisfied). The third inequality again follows (49).
Lemma 3 ([27, Proof of Cor. 4.5]). Suppose that $\mathbf{C}$ is invertible and $\|\mathbf{B}-\mathbf{C}\|\left\|\mathbf{C}^{-1}\right\| \leq 1 / 2$. Then i) $\left\|\mathbf{B}^{-1}\right\| \leq 2\left\|\mathbf{C}^{-1}\right\|$ and ii) $\left\|\mathbf{B}^{-1}-\mathbf{C}^{-1}\right\| \leq 2\left\|\mathbf{C}^{-1}\right\|^{2}\|\mathbf{B}-\mathbf{C}\|$.

By the second part of the lemma above and again using (49), we obtain that, on $\mathcal{E}_{\tau}$ with $\tau \in[0,1 / 4]$,

$$
\begin{equation*}
\|\mathbf{L}-\overline{\mathbf{L}}\| \leq\left\|\mathbf{D}^{-1}-\overline{\mathbf{D}}^{-1}\right\| \leq 2\left\|\overline{\mathbf{D}}^{-1}\right\|^{2}\|\mathbf{D}-\overline{\mathbf{D}}\| \leq 2.5 \tau . \tag{53}
\end{equation*}
$$

Lemma 4. For all $\tau>0$

$$
\mathbb{P}\left[\mathcal{E}_{\tau}\right] \geq 1-\delta
$$

provided that

$$
\begin{equation*}
L \geq S \frac{c_{4}}{\tau^{2}} \log ^{2}\left(18 S^{2} / \delta\right) \tag{54}
\end{equation*}
$$

where $c_{4}$ is a numerical constant.
Proof. We will upper-bound $\|\mathbf{D}-\overline{\mathbf{D}}\|$ by upper-bounding the largest entry of $\mathbf{D}-\overline{\mathbf{D}}$. To this end, first note that the entries of $\mathbf{D}-\overline{\mathbf{D}}$ are given by

$$
\frac{1}{\kappa^{m+n}}\left[\mathbf{D}_{m, n}-\overline{\mathbf{D}}_{m, n}\right]_{j, k}=\frac{1}{\kappa^{m+n}}\left(G^{(m, n)}\left(\mathbf{r}_{j}-\mathbf{r}_{k}\right)-\bar{G}^{(m, n)}\left(\mathbf{r}_{j}-\mathbf{r}_{k}\right)\right)
$$

for $m, n$ with $m+n \leq 2$ and for $j, k=1, \ldots, S$. We now have

$$
\begin{align*}
\mathbb{P}[\|\mathbf{D}-\overline{\mathbf{D}}\| \geq \tau] & \leq \mathbb{P}\left[\sqrt{3 s} \max _{j, k, m, n} \frac{1}{\kappa^{m+n}}\left|\left[\mathbf{D}_{m, n}-\overline{\mathbf{D}}_{m, n}\right]_{j, k}\right| \geq \tau\right]  \tag{55}\\
& \leq \sum_{j, k, m, n} \mathbb{P}\left[\frac{1}{\kappa^{m+n}}\left|\left[\mathbf{D}_{m, n}-\overline{\mathbf{D}}_{m, n}\right]_{j, k}\right| \geq \frac{\tau}{\sqrt{3 s}}\right]  \tag{56}\\
& =\sum_{j, k, m, n} \mathbb{P}\left[\frac{1}{\kappa^{m+n}}\left|\left[\mathbf{D}_{m, n}-\overline{\mathbf{D}}_{m, n}\right]_{j, k}\right| \geq 12 c_{1} \frac{\alpha}{\sqrt{L}}\right]  \tag{57}\\
& \leq \sum_{j, k, m, n} \mathbb{P}\left[\frac{1}{\kappa^{m+n}}\left|\left[\mathbf{D}_{m, n}-\overline{\mathbf{D}}_{m, n}\right]_{j, k}\right| \geq 12^{\frac{m+n}{2}} c_{1} \frac{\alpha}{\sqrt{L}}\right]  \tag{58}\\
& \leq 2(3 s)^{2} \exp \left(-c \min \left(\frac{\tau^{2} L}{c_{2}^{4} c_{3}^{2} 3 s}, \frac{\tau \sqrt{L}}{c_{2}^{2} c_{3} \sqrt{3 s}}\right)\right) . \tag{59}
\end{align*}
$$

Here, (55) follows from upper bounding $\|\mathbf{D}-\overline{\mathbf{D}}\|$ by $\sqrt{3 s}$ times the maximum absolute value of $\mathbf{D}-\overline{\mathbf{D}}$. Furthermore, (56) follows from the union bound, (57) follows by setting $\alpha=\frac{\tau \sqrt{L}}{\sqrt{3 s 12 c_{1}}}$, where $c_{1}$ is the constant in Lemma 1, and (58) follows from $12^{\frac{m+n}{2}} \leq 12$, for $m+n \leq 2$. Finally, (59) follows from Lemma 1 (here we set $c_{3}:=12 c_{1}$ ).

The RHS of (59) is smaller than $\delta$, as desired, if

$$
\log \left(18 S^{2} / \delta\right) \leq c \min \left(\frac{\tau^{2} L}{c_{2}^{4} c_{3}^{2} 3 S}, \frac{\tau \sqrt{L}}{c_{2}^{2} c_{3} \sqrt{3 S}}\right)
$$

which is implied by (54) with $c_{4}=3 c_{2}^{4} c_{3}^{2} \max \left(1 / c^{2}, 1 / c\right)$.

### 8.3 Step 3a: $Q(\mathbf{r})$ and $\bar{Q}(\mathbf{r})$ are close on a grid

The goal of this section is to prove Lemma 5 below which shows that $Q(\mathbf{r})$ and $\bar{Q}(\mathbf{r})$ (and their partial derivatives) are close on a set of (grid) points.

Lemma 5. Let $\Omega \subset[0,1]^{2}$ be a finite set of points and pick any $\epsilon \leq 1$ and $\delta>0$. Suppose that

$$
L \geq \frac{S}{\epsilon^{2}} \max \left(c_{5} \log ^{2}\left(\frac{12 S|\Omega|}{\delta}\right) \log \left(\frac{8|\Omega|}{\delta}\right), c \log \left(\frac{4|\Omega|}{\delta}\right) \log \left(\frac{18 S^{2}}{\delta}\right)\right)
$$

Then

$$
\mathbb{P}\left[\max _{\mathbf{r} \in \Omega} \frac{1}{\kappa^{n+m}}\left|Q^{(m, n)}(\mathbf{r})-\bar{Q}^{(m, n)}(\mathbf{r})\right| \leq \epsilon\right] \geq 1-4 \delta .
$$

In order to prove Lemma 5 , first note that the $(m, n)$ th partial derivative of $Q(\mathbf{r})$ (defined by (29)) is (after normalization with $1 / \kappa^{m+n}$ )

$$
\begin{align*}
\frac{1}{\kappa^{m+n}} Q^{(m, n)}(\mathbf{r}) & =\sum_{k=1}^{S}\left(\alpha_{k} \frac{1}{\kappa^{m+n}} G^{(m, n)}\left(\mathbf{r}-\mathbf{r}_{k}\right)\right. \\
& \left.+\kappa \beta_{1 k} \frac{1}{\kappa^{m+n+1}} G^{(m+1, n)}\left(\mathbf{r}-\mathbf{r}_{k}\right)+\kappa \beta_{2 k} \frac{1}{\kappa^{m+n+1}} G^{(m, n+1)}\left(\mathbf{r}-\mathbf{r}_{k}\right)\right) \\
& =\left(\mathbf{v}^{(m, n)}(\mathbf{r})\right)^{H} \mathbf{L u} \tag{60}
\end{align*}
$$

where we used (51) and defined

$$
\begin{gathered}
\left(\mathbf{v}^{(m, n)}\right)^{H}(\mathbf{r}):=\frac{1}{\kappa^{m+n}}\left[G^{(m, n)}\left(\mathbf{r}-\mathbf{r}_{1}\right) \cdots G^{(m, n)}\left(\mathbf{r}-\mathbf{r}_{S}\right) \frac{1}{\kappa} G^{(m+1, n)}\left(\mathbf{r}-\mathbf{r}_{1}\right) \cdots \frac{1}{\kappa} G^{(m+1, n)}\left(\mathbf{r}-\mathbf{r}_{S}\right)\right. \\
\\
\left.\frac{1}{\kappa} G^{(m, n+1)}\left(\mathbf{r}-\mathbf{r}_{1}\right) \cdots \frac{1}{\kappa} G^{(m+1, n+1)}\left(\mathbf{r}-\mathbf{r}_{S}\right)\right]
\end{gathered}
$$

Since $\mathbb{E}\left[G^{(m, n)}(\mathbf{r})\right]=\bar{G}^{(m, n)}(\mathbf{r})($ cf. (36)), we have

$$
\mathbb{E}\left[\mathbf{v}^{(m, n)}(\mathbf{r})\right]=\overline{\mathbf{v}}^{(m, n)}(\mathbf{r})
$$

where

$$
\begin{aligned}
\overline{\mathbf{v}}_{(m, n)}^{H}(\mathbf{r}) \frac{1}{\kappa^{m+n}=} & {\left[\bar{G}^{(m, n)}\left(\mathbf{r}-\mathbf{r}_{1}\right) \cdots \bar{G}^{(m, n)}\left(\mathbf{r}-\mathbf{r}_{S}\right) \frac{1}{\kappa} \bar{G}^{(m+1, n)}\left(\mathbf{r}-\mathbf{r}_{1}\right) \cdots \frac{1}{\kappa} \bar{G}^{(m+1, n)}\left(\mathbf{r}-\mathbf{r}_{S}\right)\right.} \\
& \left.\frac{1}{\kappa} \bar{G}^{(m, n+1)}\left(\mathbf{r}-\mathbf{r}_{1}\right) \cdots \frac{1}{\kappa} \bar{G}^{(m+1, n+1)}\left(\mathbf{r}-\mathbf{r}_{S}\right)\right]
\end{aligned}
$$

Next, we decompose the derivative of $Q(\mathbf{r})$ according to

$$
\begin{align*}
\frac{1}{\kappa^{m+n}} & Q^{(m, n)}(\mathbf{r})=\left\langle\mathbf{u}, \mathbf{L}^{H} \mathbf{v}_{(m, n)}(\mathbf{r})\right\rangle \\
& =\left\langle\mathbf{u}, \overline{\mathbf{L}}^{H} \overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\rangle+\underbrace{\left\langle\mathbf{u}, \mathbf{L}^{H}\left(\mathbf{v}_{(m, n)}(\mathbf{r})-\overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right)\right\rangle}_{I_{1}^{(m, n)}(\mathbf{r})}+\underbrace{\left\langle\mathbf{u},\left(\mathbf{L}-\overline{\mathbf{L}}^{H} \overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\rangle\right.}_{I_{2}^{(m, n)}(\mathbf{r})} \\
& =\frac{1}{\kappa^{m+n}} \bar{Q}^{(m, n)}(\mathbf{r})+I_{1}^{(m, n)}(\mathbf{r})+I_{2}^{(m, n)}(\mathbf{r}) \tag{61}
\end{align*}
$$

where $\overline{\mathbf{L}}$ was defined below (46). The following two results establish that the perturbations $I_{1}^{(m, n)}(\mathbf{r})$ and $I_{2}^{(m, n)}(\mathbf{r})$ are small on a set of (grid) points $\Omega$ with high probability.

Lemma 6. Let $\Omega \subset[0,1]^{2}$ be a finite set of points, suppose that $m+n \leq 2$. We have, for any $\delta \geq 0$, that

$$
\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{1}^{(m, n)}(\mathbf{r})\right| \geq \epsilon\right] \leq \delta+\mathbb{P}\left[\overline{\mathcal{E}}_{1 / 4}\right]
$$

provided that

$$
L \geq \frac{c_{5}}{\epsilon^{2}} S \log ^{2}\left(\frac{12 S|\Omega|}{\delta}\right) \log \left(\frac{8|\Omega|}{\delta}\right)
$$

Proof. Set $\Delta \mathbf{v}:=\mathbf{v}_{(m, n)}(\mathbf{r})-\overline{\mathbf{v}}_{(m, n)}(\mathbf{r})$ for notational convenience. By the union bound, we have
for all $a, b \geq 0$,

$$
\begin{align*}
& \mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{1}^{(m, n)}(\mathbf{r})\right| \geq 2.5 a b\right]=\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|\left\langle\mathbf{u}, \mathbf{L}^{H} \Delta \mathbf{v}\right\rangle\right| \geq 2.5 a b\right] \\
& \leq \mathbb{P}\left[\bigcup_{\mathbf{r} \in \Omega}\left\{\left|\left\langle\mathbf{u}, \mathbf{L}^{H} \Delta \mathbf{v}\right\rangle\right| \geq\left\|\mathbf{L}^{H} \Delta \mathbf{v}\right\|_{2} b\right\} \cup\left\{\left\|\mathbf{L}^{H} \Delta \mathbf{v}\right\|_{2} \geq 2.5 a\right\}\right] \\
& \leq \mathbb{P}\left[\bigcup_{\mathbf{r} \in \Omega}\left\{\left|\left\langle\mathbf{u}, \mathbf{L}^{H} \Delta \mathbf{v}\right\rangle\right| \geq\left\|\mathbf{L}^{H} \Delta \mathbf{v}\right\|_{2} b\right\} \cup\left\{\|\Delta \mathbf{v}\|_{2} \geq a\right\} \cup\{\|\mathbf{L}\| \geq 2.5\}\right] \\
& \leq \mathbb{P}[\|\mathbf{L}\| \geq 2.5]+\sum_{\mathbf{r} \in \Omega}\left(\mathbb{P}\left[\left|\left\langle\mathbf{u}, \mathbf{L}^{H} \Delta \mathbf{v}\right\rangle\right| \geq\left\|\mathbf{L}^{H} \Delta \mathbf{v}\right\|_{2} b\right]+\mathbb{P}\left[\|\Delta \mathbf{v}\|_{2} \geq a\right]\right) \\
& \leq \mathbb{P}\left[\overline{\mathcal{E}}_{1 / 4}\right]+|\Omega| 4 e^{-\frac{b^{2}}{4}}+\sum_{\mathbf{r} \in \Omega} \mathbb{P}\left[\|\Delta \mathbf{v}\|_{2} \geq a\right]  \tag{62}\\
& \leq \mathbb{P}\left[\overline{\mathcal{E}}_{1 / 4}\right]+\frac{\delta}{2}+\sum_{\mathbf{r} \in \Omega} \mathbb{P}\left[\|\Delta \mathbf{v}\|_{2} \geq a\right] \tag{63}
\end{align*}
$$

where (62) follows from application of Hoeffding's inequality (stated below) and from $\{\|\mathbf{L}\| \geq 2.5\} \subseteq$ $\overline{\mathcal{E}}_{1 / 4}$ according to (52). For (63), we used $|\Omega| 4 e^{-\frac{b^{2}}{4}} \leq \frac{\delta}{2}$ ensured by choosing $b=2 \sqrt{\log (8|\Omega| / \delta)}$.
Lemma 7 (Hoeffding's inequality). Suppose the entries of $\mathbf{u} \in \mathbb{R}^{S}$ are i.i.d. with $\mathbb{P}\left[u_{i}=-1\right]=$ $\mathbb{P}\left[u_{i}=1\right]=1 / 2$. Then, for all $t \geq 0$, and for all $\mathbf{v} \in \mathbb{C}^{S}$

$$
\mathbb{P}\left[|\langle\mathbf{u}, \mathbf{v}\rangle| \geq\|\mathbf{v}\|_{2} t\right] \leq 4 e^{-\frac{t^{2}}{4}}
$$

We next upper-bound $\mathbb{P}\left[\|\Delta \mathbf{v}\|_{2} \geq a\right]$ in (63). For all $\alpha \geq 0$, using that $12^{\frac{n+m+1}{2}} \leq 12^{\frac{3}{2}}$, we have

$$
\begin{align*}
\mathbb{P}\left[\|\Delta \mathbf{v}\|_{2} \geq \frac{\sqrt{3 s}}{\sqrt{L}} 12^{\frac{3}{2}} c_{1} \alpha\right] & \leq \mathbb{P}\left[\|\Delta \mathbf{v}\|_{2} \geq \frac{\sqrt{3 s}}{\sqrt{L}} 12^{\frac{n+m+1}{2}} c_{1} \alpha\right]=\mathbb{P}\left[\|\Delta \mathbf{v}\|_{2}^{2} \geq \frac{3 s}{L} 12^{n+m+1} c_{1}^{2} \alpha^{2}\right] \\
& \leq \sum_{k=1}^{3 s} \mathbb{P}\left[\left|[\Delta \mathbf{v}]_{k}\right|^{2} \geq \frac{1}{L} 12^{n+m+1} c_{1}^{2} \alpha^{2}\right]  \tag{64}\\
& =\sum_{k=1}^{3 s} \mathbb{P}\left[\left|[\Delta \mathbf{v}]_{k}\right| \geq \frac{1}{\sqrt{L}} 12^{\frac{n+m+1}{2}} c_{1} \alpha\right] \\
& \leq 3 s \cdot 2 \exp \left(-c \min \left(\frac{\alpha^{2}}{c_{2}^{4}}, \frac{\alpha}{c_{2}^{2}}\right)\right)  \tag{65}\\
& \leq \frac{\delta}{2|\Omega|} \tag{66}
\end{align*}
$$

where (64) follows from the union bound, (65) follows from Lemma 1, and to obtain (66) we chose $\alpha=\frac{c_{2}^{2}}{c} \log \left(\frac{12 S|\Omega|}{\delta}\right)$. To see this, note that $\min \left(\frac{\alpha^{2}}{c_{2}^{4}}, \frac{\alpha}{c_{2}^{2}}\right)=\frac{\alpha}{c_{2}^{2}}$ as long as $\alpha \geq c_{2}^{2}$, which holds since $c \leq 1$. We have established that $\mathbb{P}\left[\|\Delta \mathbf{v}\|_{2} \geq a\right] \leq \frac{\delta}{2|\Omega|}$ with $a=\frac{\sqrt{3 s}}{\sqrt{L}} 12^{\frac{3}{2}} c_{1} \frac{c_{2}^{2}}{c} \log \left(\frac{12 s|\Omega|}{\delta}\right)$.

Substituting (66) into (63) we get

$$
\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{1}^{(m, n)}(\mathbf{r})\right| \geq \sqrt{c_{5}} \frac{\sqrt{s}}{\sqrt{L}} \log \left(\frac{12 s|\Omega|}{\delta}\right) \sqrt{\log \left(\frac{8|\Omega|}{\delta}\right)}\right] \leq \delta+\mathbb{P}\left[\overline{\mathcal{E}}_{1 / 4}\right]
$$

where $c_{5}=\left(5 \sqrt{3} 12^{\frac{3}{2}} c_{1} \frac{c_{2}^{2}}{\sqrt{c}}\right)^{2}$ is a numerical constant. This concludes the proof.
Lemma 8. Let $\Omega \subset[0,1]^{2}$ be a finite set of points. Suppose that $m+n \leq 2$. For all $\epsilon, \delta \geq 0$, and for all $\tau>0$ with

$$
\begin{equation*}
\tau \leq \frac{\epsilon c_{6}}{\sqrt{\log \left(\frac{4|\Omega|}{\delta}\right)}} \tag{67}
\end{equation*}
$$

where $c_{6} \leq 1 / 4$ is a numerical constant, we have that

$$
\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{2}^{(m, n)}(\mathbf{r})\right| \geq \epsilon \mid \mathcal{E}_{\tau}\right] \leq \delta
$$

Proof. By a union bound

$$
\begin{align*}
\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{2}^{(m, n)}(\mathbf{r})\right| \geq \epsilon \mid \mathcal{E}_{\tau}\right] & \leq \sum_{\mathbf{r} \in \Omega} \mathbb{P}\left[\left|\left\langle\mathbf{u},(\mathbf{L}-\overline{\mathbf{L}})^{H} \overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\rangle\right| \geq \epsilon \mid \mathcal{E}_{\tau}\right] \\
& \leq \sum_{\mathbf{r} \in \Omega} \mathbb{P}\left[\left|\left\langle\mathbf{u},(\mathbf{L}-\overline{\mathbf{L}})^{H} \overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\rangle\right| \geq\left\|(\mathbf{L}-\overline{\mathbf{L}})^{H} \overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\|_{2} \frac{\epsilon}{c_{5} \tau}\right]  \tag{68}\\
& \leq|\Omega| 4 e^{-\frac{\left(\epsilon /\left(c_{5} \tau\right)\right)^{2}}{4}}  \tag{69}\\
& \leq \delta \tag{70}
\end{align*}
$$

where (68) follows from (71) below, (69) follows by Hoeffding's inequality (cf. Lemma 7), and to obtain (70) we used the assumption (67) with $c_{6}=1 /\left(2 c_{5}\right)$.

To complete the proof, note that by (53) we have $\|\mathbf{L}-\overline{\mathbf{L}}\| \leq 2.5 \tau$ on $\mathcal{E}_{\tau}$. Thus, conditioned on $\mathcal{E}_{\tau}$,

$$
\begin{equation*}
\left\|(\mathbf{L}-\overline{\mathbf{L}})^{H} \overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\|_{2} \leq\|\mathbf{L}-\overline{\mathbf{L}}\|\left\|\overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\|_{2} \leq 2.5 \tau\left\|\overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\|_{1} \leq c_{5} \tau \tag{71}
\end{equation*}
$$

where we used $\|\cdot\|_{2} \leq\|\cdot\|_{1}$, and the last inequality follows because, for all $\mathbf{r}$,

$$
\left\|\overline{\mathbf{v}}_{(m, n)}(\mathbf{r})\right\|_{1}=\frac{1}{\kappa^{m+n}} \sum_{k=1}^{S}\left(\left|\bar{G}^{(m, n)}\left(\mathbf{r}-\mathbf{r}_{k}\right)\right|+\left|\frac{1}{\kappa} \bar{G}^{(m+1, n)}\left(\mathbf{r}-\mathbf{r}_{k}\right)\right|+\left|\frac{1}{\kappa} \bar{G}^{(m, n+1)}\left(\mathbf{r}-\mathbf{r}_{k}\right)\right|\right) \leq \frac{c_{5}}{2.5}
$$

where $c_{5}$ is a numerical constant, and where we used $[8$, C.12, Table 6] and $N / \kappa \leq 0.5514$.
We are now ready to prove the main result of this subsection.
Proof of Lemma 5. From (61), we obtain

$$
\begin{align*}
& \mathbb{P}\left[\max _{\mathbf{r} \in \Omega} \frac{1}{\kappa^{n+m}}\left|Q^{(m, n)}(\mathbf{r})-\bar{Q}^{(m, n)}(\mathbf{r})\right| \geq 2 \epsilon\right]=\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{1}^{(m, n)}(\mathbf{r})+I_{2}^{(m, n)}(\mathbf{r})\right| \geq 2 \epsilon\right] \\
&  \tag{72}\\
& \leq \mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{1}^{(m, n)}(\mathbf{r})\right| \geq \epsilon\right]+\mathbb{P}\left[\overline{\mathcal{E}}_{\tau}\right]+\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{2}^{(m, n)}(\mathbf{r})\right| \geq \epsilon \mid \mathcal{E}_{\tau}\right] \\
& \leq 4 \delta
\end{align*}
$$

where (72) follows from the union bound and $\mathbb{P}[A]=\mathbb{P}[A \cap \bar{B}]+\mathbb{P}[A \cap B] \leq \mathbb{P}[\bar{B}]+\mathbb{P}[A \mid B]$ with $B=\mathcal{E}_{\tau}$ and $A=\left\{\max _{\mathbf{r} \in \Omega}\left|I_{2}^{(m, n)}(\mathbf{r})\right| \geq \epsilon\right\}$, and the last inequality follows from Lemmas 4, 6 and 8, respectively.

Specifically, we choose $\tau=\epsilon c_{6} \log ^{-1 / 2}\left(\frac{4|\Omega|}{\delta}\right)$. It then follows from Lemma 8 that the third probability in (72) is smaller than $\delta$. With this choice of $\tau$, the condition in Lemma 4 becomes $L \geq S \frac{c_{4}}{\epsilon^{2} c_{6}^{2}} \log \left(\frac{4|\Omega|}{\delta}\right) \log \left(\frac{18 S^{2}}{\delta}\right)$, which is satisfied by assumption $\left(c=\frac{c_{4}}{c_{6}^{2}}\right)$. Moreover, $\tau \leq 1 / 4$ since $\epsilon \leq 1$ and $c_{6} \leq 1 / 4$. Thus, Lemma 4 yields $\mathbb{P}\left[\overline{\mathcal{E}}_{\tau}\right] \leq \delta$ and $\mathbb{P}\left[\overline{\mathcal{E}}_{1 / 4}\right] \leq \delta$. Finally, observe that the conditions of Lemma 6 are satisfied by assumption, thus the first probability in (72) can be upper bounded by

$$
\mathbb{P}\left[\max _{\mathbf{r} \in \Omega}\left|I_{1}^{(m, n)}(\mathbf{r})\right| \geq \epsilon\right] \leq \delta+\mathbb{P}\left[\overline{\mathcal{E}}_{1 / 4}\right] \leq 2 \delta .
$$

This concludes the proof.

### 8.4 Step 3b: $Q(\mathbf{r})$ and $\bar{Q}(\mathbf{r})$ are close for all $\mathbf{r}$

We next use an $\epsilon$-net argument together with Lemma 5 to establish that $Q^{(m, n)}(\mathbf{r})$ is close to $\bar{Q}^{(m, n)}(\mathbf{r})$ for all $\mathbf{r} \in[0,1]^{2}$ with high probability.

Lemma 9. Let $\epsilon, \delta \geq 0$. If

$$
\begin{equation*}
L \geq S \frac{c}{\epsilon^{2}} \log ^{3}\left(\frac{c^{\prime} L^{6}}{\delta \epsilon^{2}}\right) \tag{73}
\end{equation*}
$$

then, with probability at least $1-\delta$,

$$
\begin{equation*}
\max _{\mathbf{r} \in[0,1]^{2},(m, n): m+n \leq 2} \frac{1}{\kappa^{n+m}}\left|Q^{(m, n)}(\mathbf{r})-\bar{Q}^{(m, n)}(\mathbf{r})\right| \leq \epsilon \tag{74}
\end{equation*}
$$

Proof. We start by choosing a set of points $\Omega$ (i.e., the $\epsilon$-net) that is sufficiently dense in the $\infty$-norm. Specifically, we choose the points in $\Omega$ on a rectangular grid such that

$$
\begin{equation*}
\max _{\mathbf{r} \in[0,1]^{2}} \min _{\mathbf{r}_{g} \in \Omega}\left|\mathbf{r}-\mathbf{r}_{g}\right| \leq \frac{\epsilon}{3 \tilde{c} L^{5 / 2}} \tag{75}
\end{equation*}
$$

The cardinality of the set $\Omega$ is

$$
\begin{equation*}
|\Omega|=\left(\frac{3 \tilde{c} L^{5 / 2}}{\epsilon}\right)^{2}=c^{\prime} L^{5} / \epsilon^{2} . \tag{76}
\end{equation*}
$$

We first establish by application of Lemma 5 that $\left|Q^{(m, n)}\left(\mathbf{r}_{g}\right)-\bar{Q}^{(m, n)}\left(\mathbf{r}_{g}\right)\right|$ is small for all points $\mathbf{r}_{g} \in \Omega$, and then show that this result continues to hold for all $\mathbf{r} \in[0,1]^{2}$. We start by noting that the condition of Lemma 5 is satisfied by assumption (73). Using a union bound over all 6 pairs $(m, n)$ with $m+n \leq 2$, it now follows from Lemma 5 , that

$$
\begin{equation*}
\left\{\max _{\mathbf{r}_{g} \in \Omega, m+n \leq 2} \frac{1}{\kappa^{m+n}}\left|Q^{(m, n)}\left(\mathbf{r}_{g}\right)-\bar{Q}^{(m, n)}\left(\mathbf{r}_{g}\right)\right| \leq \frac{\epsilon}{3}\right\} \tag{77}
\end{equation*}
$$

holds with probability at least $1-6 \delta^{\prime}=1-\frac{\delta}{2}$ (here, $\delta^{\prime}$ is the original $\delta$ in Lemma 5 ). In order to show that this result continues to hold for all $\mathbf{r} \in[0,1]^{2}$, we will also need that the event

$$
\begin{equation*}
\left\{\max _{\mathbf{r} \in[0,1]^{2}, m+n \leq 2} \frac{1}{\kappa^{m+n}}\left|Q^{(m, n)}(\mathbf{r})\right| \leq \frac{\tilde{c}}{2} L^{3 / 2}\right\} \tag{78}
\end{equation*}
$$

holds with probability at least $1-\frac{\delta}{2}$. This is shown in Section 8.4 .1 below. By the union bound, the events in (77) and (78) hold simultaneously with probability at least $1-\delta$. As we will see in Section 8.4.2, (77) and (78) imply (74) which concludes the proof.

### 8.4.1 Proof that (78) holds with probability at least $1-\frac{\delta}{2}$

In order to show that (78) holds with probability at least $1-\frac{\delta}{2}$, we first upper-bound $\left|Q^{(m, n)}(\mathbf{r})\right|$. By (60),

$$
\begin{align*}
\frac{1}{\kappa^{m+n}}\left|Q^{(m, n)}(\mathbf{r})\right| & =\left|\left\langle\mathbf{L} \mathbf{u}, \mathbf{v}^{(m, n)}(\mathbf{r})\right\rangle\right| \\
& \leq\|\mathbf{L}\|\|\mathbf{u}\|_{2}\left\|\mathbf{v}^{(m, n)}(\mathbf{r})\right\|_{2} \\
& \leq\|\mathbf{L}\| \sqrt{S}\left\|\mathbf{v}^{(m, n)}(\mathbf{r})\right\|_{2} \\
& \leq\|\mathbf{L}\| \sqrt{S} \sqrt{3 S}\left\|\mathbf{v}^{(m, n)}(\mathbf{r})\right\|_{\infty} \\
& =\|\mathbf{L}\| \sqrt{3} S_{\left(m^{\prime}, n^{\prime}\right) \in\{(m, n),(m+1, n),(m, n+1)\}} \frac{1}{\kappa^{m^{\prime}+n^{\prime}}}\left|G^{\left(m^{\prime}, n^{\prime}\right)}(\mathbf{r})\right| \tag{79}
\end{align*}
$$

where we used $\|\mathbf{u}\|_{2}=\sqrt{S}$, since the entries of $\mathbf{u}$ are $\pm 1$. Next, note that, for all $\mathbf{r}$, we have, by (38)

$$
\begin{align*}
\frac{1}{\kappa^{m^{\prime}+n^{\prime}}}\left|G^{\left(m^{\prime}, n^{\prime}\right)}(\mathbf{r})\right| & =\frac{1}{\kappa^{m^{\prime}+n^{\prime}}} \mathbf{a}^{H} \mathbf{V}^{\left(m^{\prime}, n^{\prime}\right)}(\mathbf{r}) \mathbf{a} \leq \frac{1}{\kappa^{m^{\prime}+n^{\prime}}}\|\mathbf{a}\|_{2}^{2}\left\|\mathbf{V}^{\left(m^{\prime}, n^{\prime}\right)}(\mathbf{r})\right\| \\
& \leq c_{1} \frac{(2 \pi N)^{n^{\prime}+m^{\prime}}}{\kappa^{m^{\prime}+n^{\prime}}} \sqrt{L}\|\mathbf{a}\|_{2}^{2} \leq c_{1} 12^{\frac{m^{\prime}+n^{\prime}}{2}} \sqrt{L}\|\mathbf{a}\|_{2}^{2} \\
& \leq c_{1} 12^{\frac{3}{2}} \sqrt{L}\|\mathbf{a}\|_{2}^{2} \tag{80}
\end{align*}
$$

where we used Lemma 2 to conclude $\left\|\mathbf{V}^{\left(m^{\prime}, n^{\prime}\right)}\right\| \leq\left\|\mathbf{V}^{\left(m^{\prime}, n^{\prime}\right)}\right\|_{F} \leq c_{1}(2 \pi N)^{n^{\prime}+m^{\prime}} \sqrt{L}$ and (80) follows from $m^{\prime}+n^{\prime} \leq 3$ (recall that $m+n \leq 2$ ). Substituting (80) into (79) and using that $S \leq L$ (by assumption (73)) yields

$$
\frac{1}{\kappa^{m+n}}\left|Q^{(m, n)}(\mathbf{r})\right| \leq \sqrt{3} 12^{\frac{3}{2}} c_{1} L^{3 / 2}\|\mathbf{L}\|\|\mathbf{a}\|_{2}^{2}
$$

It follows that (with $\frac{\tilde{c}}{2}=2.5 \cdot 3 \cdot \sqrt{3} 12^{\frac{3}{2}} c_{1}$ )

$$
\begin{align*}
& \mathbb{P}\left[\mathbf{r} \in[0,1]^{2}, m+n \leq 2\right. \\
&\left.\max ^{2} \frac{1}{\kappa^{m+n}}\left|Q^{(m, n)}(\mathbf{r})\right| \geq \frac{\tilde{c}}{2} L^{3 / 2}\right] \leq \mathbb{P}\left[\|\mathbf{L}\|\|\mathbf{a}\|_{2}^{2} \geq 2.5 \cdot 3\right]  \tag{81}\\
& \leq \mathbb{P}[\|\mathbf{L}\| \geq 2.5]+\mathbb{P}\left[\|\mathbf{a}\|_{2}^{2} \geq 3\right]  \tag{82}\\
& \leq \frac{\delta}{2}
\end{align*}
$$

as desired. Here, (81) follows from the union bound and (82) follows from $\mathbb{P}[\|\mathbf{L}\| \geq 2.5] \leq \mathbb{P}\left[\overline{\mathcal{E}}_{1 / 4}\right] \leq$ $\frac{\delta}{4}$ (by (52) and application of Lemma 4; note that the condition of Lemma 4 is satisfied by (73)) and $\mathbb{P}\left[\|\mathbf{a}\|_{2}^{2} \geq 3\right] \leq \frac{\delta}{4}$, shown below. Using that $4 \log (4 / \delta) \leq L$ (by (73)), we obtain

$$
\begin{align*}
\mathbb{P}\left[\|\mathbf{a}\|_{2}^{2} \geq 3\right] & \leq \mathbb{P}\left[\|\mathbf{a}\|_{2}^{2} \geq 2\left(1+\frac{2 \log (4 / \delta)}{L}\right)\right] \\
& \leq \mathbb{P}\left[\|\mathbf{a}\|_{2} \geq\left(1+\frac{\sqrt{2 \log (4 / \delta)}}{\sqrt{L}}\right)\right] \leq e^{-\frac{2 \log (4 / \delta)}{2}}=\frac{\delta}{4} \tag{83}
\end{align*}
$$

where we used $\sqrt{2\left(1+\beta^{2}\right)} \geq(1+\beta)$, for all $\beta$, and a standard concentration inequality for the norm of a Gaussian random vector, e.g., [21, Eq. 1.6]. This concludes the proof of (78) holding with probability at least $1-\frac{\delta}{2}$.

### 8.4.2 Proof that (77) and (78) imply (74)

Consider a point $\mathbf{r} \in[0,1]$ and let $\mathbf{r}_{g}$ be the point in $\Omega$ closest to $\mathbf{r}$ in $\infty$-distance. By the triangle inequality,

$$
\begin{align*}
& \frac{1}{\kappa^{n+m}}\left|Q^{(m, n)}(\mathbf{r})-\bar{Q}^{(m, n)}(\mathbf{r})\right| \leq \\
& \quad \frac{1}{\kappa^{n+m}}\left[\left|Q^{(m, n)}(\mathbf{r})-Q^{(m, n)}\left(\mathbf{r}_{g}\right)\right|+\left|Q^{(m, n)}\left(\mathbf{r}_{g}\right)-\bar{Q}^{(m, n)}\left(\mathbf{r}_{g}\right)\right|+\left|\bar{Q}^{(m, n)}\left(\mathbf{r}_{g}\right)-\bar{Q}^{(m, n)}(\mathbf{r})\right|\right] . \tag{84}
\end{align*}
$$

We next upper-bound the terms in (84) separately. With a slight abuse of notation, we write $Q^{(m, n)}(\tau, \nu)=Q^{(m, n)}\left([\tau, \nu]^{T}\right)=Q^{(m, n)}(\mathbf{r})$. The first absolute value in (84) can be upper-bounded according to

$$
\begin{align*}
\left|Q^{(m, n)}(\mathbf{r})-Q^{(m, n)}\left(\mathbf{r}_{g}\right)\right| & =\left|Q^{(m, n)}(\tau, \nu)-Q^{(m, n)}\left(\tau, \nu_{g}\right)+Q^{(m, n)}\left(\tau, \nu_{g}\right)-Q^{(m, n)}\left(\tau_{g}, \nu_{g}\right)\right| \\
& \leq\left|Q^{(m, n)}(\tau, \nu)-Q^{(m, n)}\left(\tau, \nu_{g}\right)\right|+\left|Q^{(m, n)}\left(\tau, \nu_{g}\right)-Q^{(m, n)}\left(\tau_{g}, \nu_{g}\right)\right| \\
& \leq\left|\nu-\nu_{g}\right| \sup _{z}\left|Q^{(m, n+1)}(\tau, z)\right|+\left|\tau-\tau_{g}\right| \sup _{z}\left|Q^{(m+1, n)}\left(z, \nu_{g}\right)\right| \\
& \leq\left|\nu-\nu_{g}\right| 2 \pi N \sup _{z}\left|Q^{(m, n)}(\tau, z)\right|+\left|\tau-\tau_{g}\right| 2 \pi N \sup _{z}\left|Q^{(m, n)}\left(z, \nu_{g}\right)\right| \tag{85}
\end{align*}
$$

where (85) follows from Bernstein's polynomial inequality, stated below (note that $Q^{(m, n)}(\tau, \nu)$ is a trigonometric polynomial of degree $N$ in both $\tau$ and $\nu$ ).
Proposition 5 (Bernstein's polynomial inequality [14, Cor. 8]). Let p be a trigonometric polynomial of degree $N$ with complex coefficients $p_{k}$, i.e., $p(\theta)=\sum_{k=-N}^{N} p_{k} e^{i 2 \pi \theta k}$. Then

$$
\sup _{\theta}\left|\frac{d}{d \theta} p(\theta)\right| \leq 2 \pi N \sup _{\theta}|p(\theta)| .
$$

Substituting (78) into (85) yields that

$$
\begin{equation*}
\frac{1}{\kappa^{m+n}}\left|Q^{(m, n)}(\mathbf{r})-Q^{(m, n)}\left(\mathbf{r}_{g}\right)\right| \leq \frac{\tilde{c}}{2} L^{5 / 2}\left(\left|\tau-\tau_{g}\right|+\left|\nu-\nu_{g}\right|\right) \leq \tilde{c} L^{5 / 2}\left|\mathbf{r}-\mathbf{r}_{g}\right| \leq \frac{\epsilon}{3} \tag{86}
\end{equation*}
$$

where the last inequality follows from (75).
We next upper-bound the third absolute value in (84). Using steps analogous to those leading to (86), we obtain

$$
\begin{equation*}
\frac{1}{\kappa^{m+n}}\left|\bar{Q}^{(m, n)}\left(\mathbf{r}_{g}\right)-\bar{Q}^{(m, n)}(\mathbf{r})\right| \leq \frac{\epsilon}{3} \tag{87}
\end{equation*}
$$

Substituting (77), (86), and (87) into (84) yields that

$$
\frac{1}{\kappa^{n+m}}\left|Q^{(m, n)}(\mathbf{r})-\bar{Q}^{(m, n)}(\mathbf{r})\right| \leq \epsilon, \text { for all }(m, n): m+n \leq 2 \text { and for all } \mathbf{r} \in[0,1]^{2}
$$

with concludes the proof of Lemma 9.

### 8.5 Step 3c: Ensuring that $Q(\mathbf{r})<1$ for all $\mathbf{r} \notin \mathcal{T}$

Lemma 10. Suppose that

$$
L \geq S c \log ^{3}\left(\frac{c^{\prime} L^{6}}{\delta}\right)
$$

Then with probability at least $1-\delta$ the following statements hold:

1. For all $\mathbf{r}$, that satisfy $\min _{\mathbf{r}_{j} \in \mathcal{T}}\left|\mathbf{r}-\mathbf{r}_{j}\right| \geq 0.2447 / N$ we have that $Q(\mathbf{r})<0.9963$.
2. For all $\mathbf{r} \notin \mathcal{T}$ that satisfy $0<\left|\mathbf{r}-\mathbf{r}_{j}\right| \leq 0.2447 / N$ for some $\mathbf{r}_{j} \in \mathcal{T}$, we have that $Q(\mathbf{r})<1$.

Proof. Choose $\epsilon=0.0005$. It follows from Lemma 9 that

$$
\begin{equation*}
\frac{1}{\kappa^{n+m}}\left|Q^{(m, n)}(\mathbf{r})-\bar{Q}^{(m, n)}(\mathbf{r})\right| \leq 0.0005, \text { for all }(m, n): m+n \leq 2, \text { and for all } \mathbf{r} \tag{88}
\end{equation*}
$$

with probability at least $1-\delta$. To prove the lemma we will show that Statement 1 and 2 follow from (88) and certain properties of $\bar{Q}^{(m, n)}(\mathbf{r})$ established in [8].

Statement 1 follows directly from combining (88) with the following result via the triangle inequality.

Proposition 6 ([8, Lem. C.4]). For all $\mathbf{r}$, that satisfy $\min _{\mathbf{r}_{j} \in \mathcal{T}}\left|\mathbf{r}-\mathbf{r}_{j}\right| \geq 0.2447 / N$ we have that $Q(\mathbf{r})<0.9958$.

In order to prove Statement 2, assume without loss of generality (w.l.o.g.) that $\mathbf{0} \in \mathcal{T}$, and consider $\mathbf{r}$ with $|\mathbf{r}| \leq 0.2447 / N$. Statement 2 is established by showing that the Hessian matrix of $\tilde{Q}(\mathbf{r}):=|Q(\mathbf{r})|$, i.e.,

$$
\mathbf{H}=\left[\begin{array}{ll}
\tilde{Q}^{(2,0)}(\mathbf{r}) & \tilde{Q}^{(1,1)}(\mathbf{r}) \\
\tilde{Q}^{(1,1)}(\mathbf{r}) & \tilde{Q}^{(0,2)}(\mathbf{r})
\end{array}\right], \quad \tilde{Q}^{(m, n)}(\mathbf{r}):=\frac{\partial^{m}}{\partial \tau^{m}} \frac{\partial^{n}}{\partial \nu^{n}} \tilde{Q}(\mathbf{r})
$$

is negative definite. This is accomplished by showing that

$$
\begin{array}{r}
\operatorname{trace}(\mathbf{H})=\tilde{Q}^{(2,0)}+\tilde{Q}^{(0,2)}<0 \\
\operatorname{det}(\mathbf{H})=\tilde{Q}^{(2,0)} \tilde{Q}^{(0,2)}-\left(\tilde{Q}^{(1,1)}\right)^{2}>0 \tag{90}
\end{array}
$$

which implies that both eigenvalues of $\mathbf{H}$ are strictly negative. To this end, we will need the following result.

Proposition 7 ([8, Sec. C.2]). For $|\mathbf{r}| \leq 0.2447 / N$ and for $N \geq 512$,

$$
\begin{array}{r}
1 \geq \bar{Q}(\mathbf{r}) \geq 0.6447 \\
\frac{1}{\kappa^{2}} \bar{Q}^{(2,0)}(\mathbf{r}) \leq-0.3550 \\
\frac{1}{\kappa^{2}}\left|\bar{Q}^{(1,1)}(\mathbf{r})\right| \leq 0.3251 \\
\frac{1}{\kappa^{2}}\left|\bar{Q}^{(1,0)}(\mathbf{r})\right| \leq 0.3344 \tag{94}
\end{array}
$$

Define $Q_{R}^{(m, n)}=\frac{1}{\kappa^{m+n}} \operatorname{Re}\left(Q^{(m, n)}\right)$ and $Q_{I}^{(m, n)}=\frac{1}{\kappa^{m+n}} \operatorname{Im}\left(Q^{(m, n)}\right)$. We have that

$$
\frac{1}{\kappa} \tilde{Q}^{(1,0)}=\frac{Q_{R}^{(1,0)} Q_{R}+Q_{I}^{(1,0)} Q_{I}}{|Q|}
$$

therefore

$$
\begin{align*}
\frac{1}{\kappa^{2}} \tilde{Q}^{(2,0)} & =-\frac{\left(Q_{R} Q_{R}^{(1,0)}+Q_{I} Q_{I}^{(1,0)}\right)^{2}}{|Q|^{3}}+\frac{\left|Q^{(1,0)}\right|^{2}+Q_{R} Q_{R}^{(2,0)}+Q_{I} Q_{I}^{(2,0)}}{|Q|} \\
& =-\frac{Q_{R}^{2} Q_{R}^{(1,0)^{2}}+2 Q_{R} Q_{R}^{(1,0)} Q_{I} Q_{I}^{(1,0)}+Q_{I}^{2} Q_{I}^{(1,0)^{2}}}{|Q|^{3}}+\frac{Q_{R}^{(1,0)^{2}}+Q_{I}^{(1,0)^{2}}+Q_{R} Q_{R}^{(2,0)}+Q_{I} Q_{I}^{(2,0)}}{|Q|} \\
& =\left(1-\frac{Q_{R}^{2}}{|Q|^{2}}\right) \frac{Q_{R}^{(1,0)^{2}}}{|Q|}-\frac{2 Q_{R} Q_{R}^{(1,0)} Q_{I} Q_{I}^{(1,0)}+Q_{I}^{2} Q_{I}^{(1,0)^{2}}}{|Q|^{3}}+\frac{{Q_{I}^{(1,0)^{2}}+Q_{I} Q_{I}^{(2,0)}}_{|Q|}^{|Q|} \frac{Q_{R}}{|Q|} Q_{R}^{(2,0)}}{} \tag{95}
\end{align*}
$$

By Proposition 7, the triangle inequality, and using that $\bar{Q}^{(m, n)}(\mathbf{r})$ is real, the following bounds are in force:

$$
\begin{aligned}
Q_{R}(\mathbf{r}) & \leq \bar{Q}(\mathbf{r})+\epsilon \leq 1+\epsilon \\
Q_{R}(\mathbf{r}) & \geq \bar{Q}(\mathbf{r})-\epsilon \geq 0.6447-\epsilon \\
Q_{I}^{(m, n)} & \leq \epsilon \\
Q_{R}^{(2,0)}(\mathbf{r}) & \leq \frac{1}{\kappa^{2}} \bar{Q}^{(2,0)}(\mathbf{r})+\epsilon \leq-0.3550+\epsilon \\
\left|Q_{R}^{(1,1)}\right| & \leq \frac{1}{\kappa^{2}}\left|\bar{Q}^{(1,1)}(\mathbf{r})\right|+\epsilon \leq 0.3251+\epsilon \\
\left|Q_{R}^{(1,0)}(\mathbf{r})\right| & \leq \frac{1}{\kappa^{2}}\left|\bar{Q}^{(1,0)}(\mathbf{r})\right|+\epsilon \leq 0.3344+\epsilon
\end{aligned}
$$

Using these bounds in (95) with $\epsilon=0.0005$ yields that $\tilde{Q}^{(2,0)}<-0.3539$, which implies that (89) is satisfied.

It remains to verify (90). First note that

$$
\begin{align*}
& \frac{1}{\kappa^{2}} \tilde{Q}^{(1,1)} \\
& =\frac{Q_{R}^{(1,1)} Q_{R}+Q_{R}^{(1,0)} Q_{R}^{(0,1)}+Q_{I}^{(1,1)} Q_{I}+Q_{I}^{(1,0)} Q_{I}^{(0,1)}}{|Q|}-\frac{\left(Q_{R}^{(0,1)} Q_{R}+Q_{I}^{(0,1)} Q_{I}\right)\left(Q_{R}^{(1,0)} Q_{R}+Q_{I}^{(1,0)} Q_{I}\right)}{|Q|^{3}} \\
& =Q_{R}^{(1,1)} \frac{Q_{R}}{|Q|}+\frac{Q_{R}^{(1,0)} Q_{R}^{(0,1)}}{|Q|}\left(1-\frac{Q_{R}^{2}}{|Q|^{2}}\right)+\frac{Q_{I}^{(1,1)} Q_{I}+Q_{I}^{(1,0)} Q_{I}^{(0,1)}}{|Q|} \\
& -\frac{Q_{R}^{(0,1)} Q_{R} Q_{I}^{(1,0)} Q_{I}+Q_{I}^{(0,1)} Q_{I}\left(Q_{R}^{(1,0)} Q_{R}+Q_{I}^{(1,0)} Q_{I}\right)}{|Q|^{3}} \tag{96}
\end{align*}
$$

Using the bounds above in (96) yields, with $\epsilon=0.0005$, that $\frac{1}{\kappa^{2}}\left|\tilde{Q}^{(1,1)}\right| \leq 0.3267$. With $\frac{1}{\kappa^{2}} \tilde{Q}^{(2,0)}<$ -0.3539 , it follows that the RHS of (89) can be lower bounded by $\frac{1}{\kappa^{2}}\left(0.3539^{2}-0.3267^{2}\right)=$ $\frac{1}{\kappa^{2}} 0.01855>0$ i.e., (90) holds as well, which concludes the proof of Statement 2.
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## A Proof of (12)

The proof of the I/O relation (12) appears in [4]. For convenience of the reader, we present the details below. We first write (9) in its equivalent form

$$
\begin{equation*}
y(t)=\int L_{H}(t, f) X(f) e^{i 2 \pi f t} d f \tag{97}
\end{equation*}
$$

where $X(f)=\int x(t) e^{i 2 \pi f t} d t$ is the Fourier transform of $x(t)$, and $L_{H}(t, f)$ is the time-varying transfer function given by

$$
\begin{equation*}
L_{H}(t, f):=\iint s_{H}(\tau, \nu) e^{i 2 \pi(\nu t-\tau f)} d \tau d \nu . \tag{98}
\end{equation*}
$$

Since $x(t)$ is band-limited to $[0, B)$, we may write

$$
X(f)=X(f) H_{I}(f), \quad H_{I}(f):= \begin{cases}1, & 0 \leq f<B \\ 0, & \text { else }\end{cases}
$$

Since $y(t)$ is time-limited to $[-T / 2, T / 2)$ we may write

$$
y(t)=y(t) h_{O}(t), \quad h_{O}(t):= \begin{cases}1, & -T / 2 \leq t<T / 2 \\ 0, & \text { else }\end{cases}
$$

With the input band-limitation and the output time-limitation, (97) becomes

$$
\begin{equation*}
y(t)=\int \overline{L_{H}}(t, f) X(f) e^{i 2 \pi f t} d f \tag{99}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{L_{H}}(t, f):=L_{H}(t, f) h_{O}(t) H_{I}(f) \tag{100}
\end{equation*}
$$

i.e., the effect of input band-limitation and output time-limitation is accounted for by passing the input signal through a system with time varying transfer function given by $\overline{L_{H}}$. The spreading function $\overline{s_{H}}$ of the system (99) and $\overline{L_{H}}$ are related by the two-dimensional Fourier transform in (98). We see that $\overline{L_{H}}(t, f)$ "band-limited" with respect to $t$ and $f$, and hence, by the sampling theorem, can be expressed in terms of its samples as

$$
\begin{equation*}
\overline{s_{H}}(\tau, \nu)=\sum_{m, \ell \in \mathbb{Z}} \overline{s_{H}}\left(\frac{m}{B}, \frac{l}{T}\right) \operatorname{sinc}\left(\left(\tau-\frac{m}{B}\right) B\right) \operatorname{sinc}\left(\left(\nu-\frac{\ell}{T}\right) T\right) . \tag{101}
\end{equation*}
$$

In terms of $\overline{s_{H}}(\tau, \nu)(99)$ can be written as

$$
\begin{equation*}
y(t)=\iint \overline{s_{H}}(\tau, \nu) x(t-\tau) e^{i 2 \pi \nu t} d \nu d \tau \tag{102}
\end{equation*}
$$

and with (101)

$$
\begin{aligned}
y(t) & =\sum_{m, \ell \in \mathbb{Z}} \overline{s_{H}}\left(\frac{m}{B}, \frac{\ell}{T}\right) \int \operatorname{sinc}\left(\left(\tau-\frac{m}{B}\right) B\right) x(t-\tau) d \tau \int \operatorname{sinc}\left(\left(\nu-\frac{\ell}{T}\right) T\right) e^{i 2 \pi \nu t} d \nu \\
& =\sum_{m, \ell \in \mathbb{Z}} \overline{s_{H}}\left(\frac{m}{B}, \frac{\ell}{T}\right) x\left(t-\frac{m}{B}\right) e^{j 2 \pi \frac{\ell}{T} t} .
\end{aligned}
$$

According to (98), (100), and (98), $\overline{s_{H}}(\tau, \nu)$ and $s_{H}(\tau, \nu)$ are related as

$$
\begin{equation*}
\overline{s_{H}}(\tau, \nu)=\iint s_{H}\left(\tau^{\prime}, \nu^{\prime}\right) \operatorname{sinc}\left(\left(\tau-\tau^{\prime}\right) B\right) \operatorname{sinc}\left(\left(\nu-\nu^{\prime}\right) T\right) d \tau^{\prime} d \nu^{\prime} \tag{103}
\end{equation*}
$$

which concludes the proof of (12).

## B Proof of (17) and of (2)

We first establish (17). Starting with (16) and changing the order of summation according to $\ell=\tilde{\ell}+L k$ and $r=\tilde{r}+L q$ with $\tilde{\ell}, \tilde{r}=N, \ldots, N$ and $k, q \in \mathbb{Z}$ yields

$$
\begin{align*}
y_{p} & =\sum_{n=1}^{S} b_{n} \sum_{\tilde{\ell}, \tilde{r}=-N}^{N} \sum_{k, q \in \mathbb{Z}} \operatorname{sinc}\left(\tilde{\ell}+k L-\bar{\tau}_{n} B\right) \operatorname{sinc}\left(\tilde{r}+L q-\bar{\nu}_{n} T\right) a_{p-\tilde{\ell}-k L} e^{i 2 \pi \frac{(\tilde{r}+L q) p}{L}} \\
& =\sum_{n=1}^{S} b_{n} \sum_{\ell, r=-N}^{N} \sum_{k, q \in \mathbb{Z}} \operatorname{sinc}\left(\left(\frac{\ell}{L}-\tau_{n}+k\right) L\right) \operatorname{sinc}\left(\left(\frac{r}{L}-\nu_{n}+q\right) L\right) a_{p-\ell} e^{i 2 \pi \frac{r p}{L}}  \tag{104}\\
& =\sum_{n=1}^{S} b_{n} \sum_{\ell, r=-N}^{N} D_{N}\left(\frac{\ell}{L}-\tau_{n}\right) D_{N}\left(\frac{r}{L}-\nu_{n}\right) a_{p-\ell} e^{i 2 \pi \frac{r p}{L}} \tag{105}
\end{align*}
$$

where (104) follows from $a_{\ell}$ being $L$-periodic and by defining $\tau_{n}:=\bar{\tau}_{n} \frac{B}{L}$ and $\nu_{n}:=\bar{\nu}_{n} \frac{T}{L}$. To obtain (105), we used that

$$
D_{N}(t)=\sum_{k \in \mathbb{Z}} \operatorname{sinc}(L(t-k))=\frac{\sin (\pi L t)}{L \sin (\pi t)}
$$

Next, we establish (2). Starting from (105) and using that

$$
D_{N}(t)=\frac{1}{L} \sum_{k=-N}^{N} e^{i 2 \pi t k}
$$

yields

$$
\begin{aligned}
y_{p} & =\sum_{n=1}^{S} b_{n} \sum_{\ell, r=-N}^{N}\left(\frac{1}{L^{2}} \sum_{k, q=-N}^{N} e^{i 2 \pi k\left(\frac{\ell}{L}-\tau_{n}\right)} e^{i 2 \pi q\left(\frac{r}{L}-\nu_{n}\right)}\right) a_{p-\ell} e^{i 2 \pi \frac{r p}{L}} \\
& =\sum_{n=1}^{S} b_{n} \sum_{\ell=N}^{N} \frac{1}{L} \sum_{k, q=-N}^{N} e^{i 2 \pi k\left(\frac{\ell}{L}-\tau_{n}\right)} e^{-i 2 \pi q \nu_{n}} a_{p-\ell} \frac{1}{L} \sum_{r=N}^{N} e^{i 2 \pi \frac{r}{L}(p+q)} \\
& =\sum_{n=1}^{S} b_{n} e^{i 2 \pi p \nu_{n}} \sum_{\ell=N}^{N} \frac{1}{L} \sum_{k=-N}^{N} e^{i 2 \pi k\left(\frac{\ell}{L}-\tau_{n}\right)} a_{p-\ell} \\
& =\sum_{n=1}^{S} b_{n} e^{i 2 \pi p \nu_{n}} \frac{1}{L} \sum_{\ell, k=-N}^{N} e^{-i 2 \pi k \tau_{n}} e^{i 2 \pi(p-\ell) \frac{k}{L}} a_{\ell}
\end{aligned}
$$

## C Proof of Theorem 2

The proof follows by establishing exact recovery via construction of a dual certificate. The following proposition is standard, see e.g., [9].

Proposition 8. Let $\mathbf{s}$ be supported on $\mathcal{T}$, suppose that $\mathbf{s}$ is feasible for (19) and assume that $\mathbf{R}_{\mathcal{T}}$ has full column rank. If there exists a vector $\mathbf{v}$ in the row space of $\mathbf{R}$ with

$$
\begin{equation*}
\mathbf{v}_{\mathcal{T}}=\operatorname{sign}\left(\mathbf{s}_{\mathcal{T}}\right) \quad \text { and } \quad\left\|\mathbf{v}_{\overline{\mathcal{T}}}\right\|_{\infty}<1 \tag{106}
\end{equation*}
$$

then $\mathbf{s}$ is the unique minimizer to (19).
The proof now follows directly from Proposition 3. To see this, set $\mathbf{u}=\operatorname{sign}(\mathbf{s} \mathcal{T})$ in Proposition 3 and consider the polynomial $Q(\mathbf{r})$ from Proposition 3. Define $\mathbf{v}$ as $[\mathbf{v}]_{(m, n)}=Q([m / K, n / K])$ and note that $\mathbf{v}$ satisfies $(106)$ since $Q([m / K, n / K])=\operatorname{sign}\left(\mathbf{s}_{(m, n)}\right)$ for $(m, n) \in \mathcal{T}$ and $Q([m / K, n / K])<$ 1 for $(m, n) \notin \mathcal{T}$.

## D Bound on $U$

We have that

$$
U(t)=16 \sum_{p=-N}^{N} \min \left(1, \frac{1}{p^{4}}\right) P^{(m)}(p / L-t)
$$

with

$$
P^{(m)}(t):=\frac{1}{M} \sum_{k=-N}^{N}(-i 2 \pi k)^{m} e^{i 2 \pi t k}=\frac{\partial^{m}}{\partial t^{m}} \frac{\sin (L \pi t)}{M \sin (\pi t)} .
$$

We start by upper bounding $\left|P^{(m)}(t)\right|$. First note that $\left|P^{(m)}(t)\right|$ is a 1-periodic and symmetric function, thus in order to upper bound $\left|P^{(m)}(t)\right|$, we only need to consider the case $0 \leq t \leq 1 / 2$.

For $m=0$, we have that

$$
\left|P^{(0)}(t)\right| \leq \min \left(4, \frac{1}{M|\sin (\pi t)|}\right) .
$$

Next, consider the case $m=1$, and assume that $t \geq 1 / L$. We have

$$
P^{(1)}(t)=\frac{\cos (L \pi t) L \pi}{M \sin (\pi t)}-\frac{\pi \sin (L \pi t) \cos (\pi t)}{M \sin ^{2}(\pi t)} .
$$

Using that $\sin (\pi t) \geq 2 t \geq 2 / L$ for $1 / L \leq t \leq 1 / 2$ we get

$$
\left|P^{(1)}(t)\right| \leq \frac{1.5 L \pi}{M|\sin (\pi t)|}
$$

Next, consider the case $m=2$. We have

$$
P^{(2)}(t)=\frac{\pi^{2}\left(1-L^{2}\right) \sin (L \pi t)}{M \sin (\pi t)}-\frac{2 L \pi^{2} \cos (L \pi t) \cos (\pi t)}{M \sin ^{2}(\pi t)}+\frac{2 \pi^{2} \sin (L \pi t) \cos ^{2}(\pi t)}{M \sin ^{3}(\pi t)} .
$$

Using again that that $\sin (\pi t) \geq 2 t \geq 2 / L$ for $1 / L \leq t \leq 1 / 2$ we get

$$
\left|P^{(2)}(t)\right| \leq \frac{2.5 L^{2} \pi^{2}}{M|\sin (\pi t)|}
$$

Analogously, we can obtain bounds for $m=3,4$. We therefore obtain, for $1 / L \leq|t| \leq 1 / 2$,

$$
\left|P^{(m)}(t)\right| \leq(L \pi)^{m} \frac{c_{1}}{M|\sin (\pi t)|} \leq \underbrace{1.039 c_{1}}_{c_{2}:=}(2 N \pi)^{m} \frac{1}{M|\sin (\pi t)|}
$$

where $c_{2}$ is a numerical constant and where we used that $(L /(2 M))^{m} \leq 1.039$ for $N \geq 512$ and $m \leq 4$. Regarding the range $0 \leq|t| \leq 1 / L$, simply note that by Bernstein's polynomial inequality (cf. Proposition 5) we have, for all $t$, from $\left|P^{(0)}(t)\right| \leq 4$, that

$$
\left|P^{(m)}(t)\right| \leq 4(2 N \pi)^{m} .
$$

Using that $c_{2} \geq 1$, we finally obtain

$$
U(t) \leq 16 \sum_{p=-N}^{N} \min \left(1, \frac{1}{p^{4}}\right) c_{2} \begin{cases}4, & |p / L-t+n| \leq 1 / L, n \in \mathbb{Z} \\ M|\sin (\pi(p / L-t))| & \text { else. }\end{cases}
$$

The RHS above is 1-periodic (in $t$ ) and symmetric around the origin. Thus it suffices to consider $t \in[0,1 / 2]$. Assume furthermore that $L t$ is an even integer, the proof for general $t$ is similar. For
$p \geq 0$, we have that $|p / L-t| \leq 1 / 2$ and thus $M|\sin (\pi(p / L-t))| \geq M|2(p / L-t)|=2 M / L|p-L t| \geq$ $1 / 2|p-L t|$. It follows that

$$
\begin{aligned}
U(t) & \leq 16 c_{2} \sum_{p=0}^{N} \min \left(1, \frac{1}{p^{4}}\right) \min \left(4, \frac{2}{|p-L t|}\right) \\
& \leq 16 c_{2} \sum_{p=0}^{L t / 2} \min \left(1, \frac{1}{p^{4}}\right) \frac{2}{L t-p}+\sum_{p=L t / 2+1}^{L t-1} \frac{1}{p^{4}} \frac{2}{L t-p}+\sum_{p=L t}^{N} \frac{1}{p^{4}} 4 \\
& =\frac{16 c_{2}}{L t}\left(\sum_{p=0}^{L t / 2} \min \left(1, \frac{1}{p^{4}}\right) \frac{L t}{L t-p}+\sum_{p=L t / 2+1}^{L t-1} \frac{L t}{p^{4}} \frac{2}{L t-p}+\sum_{p=L t}^{N} \frac{4 L t}{p^{4}}\right) \\
& \leq \frac{16 c_{2}}{L t}\left(\sum_{p=0}^{L t / 2} 2 \min \left(1, \frac{1}{p^{4}}\right)+\sum_{p=L t / 2+1}^{L t-1} 2 \frac{2}{p^{3}}+\sum_{p=L t}^{N} \frac{4}{p^{3}}\right) \\
& \leq \frac{\tilde{c}}{L t} .
\end{aligned}
$$

Analogously we can upper-bound the sum over $p=-N, \ldots,-1$ which yields $U(t) \leq \frac{c}{L|t|}$, as desired.

## E Proof of Proposition 2

The argument is standard, see e.g., [27, Prop. 2.4]. By definition, $\mathbf{q}$ is dual feasible. To see this, note that

$$
\begin{equation*}
\left\|\mathbf{G}^{H} \mathbf{q}\right\|_{\mathcal{A}^{*}}=\sup _{\mathbf{r} \in[0,1]^{2}}\left|\left\langle\mathbf{G}^{H} \mathbf{q}, \mathbf{a}(\mathbf{r})\right\rangle\right|=\sup _{\mathbf{r} \in[0,1]^{2}}|\langle\mathbf{q}, \mathbf{G a}(\mathbf{r})\rangle|=\sup _{\mathbf{r} \in[0,1]^{2}}|Q(\mathbf{r})| \leq 1 \tag{107}
\end{equation*}
$$

where the last inequality holds by assumption. By (25), we obtain

$$
\begin{equation*}
\langle\mathbf{q}, \mathbf{y}\rangle=\left\langle\mathbf{q}, \mathbf{G} \sum_{\mathbf{r}_{n} \in \mathcal{T}} b_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)\right\rangle=\sum_{\mathbf{r}_{n} \in \mathcal{T}} b_{n}^{*}\left\langle\mathbf{q}, \mathbf{G a}\left(\mathbf{r}_{n}\right)\right\rangle=\sum_{\mathbf{r}_{n} \in \mathcal{T}} b_{n}^{*} \operatorname{sign}\left(b_{n}\right)=\sum_{\mathbf{r}_{n} \in \mathcal{T}}\left|b_{n}\right| \geq\|\mathbf{z}\|_{\mathcal{A}} \tag{108}
\end{equation*}
$$

where the last inequality holds by definition of the atomic norm. By Hölder's inequality we have that

$$
\operatorname{Re}\langle\mathbf{q}, \mathbf{y}\rangle=\operatorname{Re}\langle\mathbf{q}, \mathbf{G} \mathbf{z}\rangle=\operatorname{Re}\left\langle\mathbf{G}^{H} \mathbf{q}, \mathbf{z}\right\rangle \leq\left\|\mathbf{G}^{H} \mathbf{q}\right\|_{\mathcal{A}^{*}}\|\mathbf{z}\|_{\mathcal{A}} \leq\|\mathbf{z}\|_{\mathcal{A}}
$$

where we used (25) for the last inequality. We thus have established that $\operatorname{Re}\langle\mathbf{q}, \mathbf{y}\rangle=\|\mathbf{z}\|_{\mathcal{A}}$. Since $(\mathbf{z}, \mathbf{q})$ is primal-dual feasible, it follows from strong duality that $\mathbf{z}$ is a primal optimal solution and $\mathbf{q}$ is a dual optimal solution.

It remains to establish uniqueness. To this end, suppose that $\hat{\mathbf{z}}=\sum_{\mathbf{r}_{n} \in \hat{\mathcal{T}}} \hat{b}_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)$ with $\|\hat{\mathbf{z}}\|_{\mathcal{A}}=$
$\sum_{\mathbf{r}_{n} \in \mathcal{\mathcal { T }}}\left|\hat{b}_{n}\right|$ and $\hat{\mathcal{T}} \neq \mathcal{T}$ is another optimal solution. We then have

$$
\begin{aligned}
\operatorname{Re}\langle\mathbf{q}, \mathbf{G} \hat{\mathbf{z}}\rangle & =\operatorname{Re}\left\langle\mathbf{q}, \mathbf{G} \sum_{\mathbf{r}_{n} \in \hat{\mathcal{T}}} \hat{b}_{n} \mathbf{a}\left(\mathbf{r}_{n}\right)\right\rangle \\
& =\sum_{\mathbf{r}_{n} \in \mathcal{T}} \operatorname{Re}\left(\hat{b}_{n}^{*}\left\langle\mathbf{q}, \mathbf{G a}\left(\mathbf{r}_{n}\right)\right\rangle\right)+\sum_{\mathbf{r}_{n} \in \hat{\mathcal{T}} \backslash \mathcal{T}} \operatorname{Re}\left(\hat{b}_{n}^{*}\left\langle\mathbf{q}, \mathbf{G a}\left(\mathbf{r}_{n}\right)\right\rangle\right) \\
& <\sum_{\mathbf{r}_{n} \in \mathcal{T}}\left|\hat{b}_{n}\right|+\sum_{\mathbf{r}_{n} \in \hat{\mathcal{T}} \backslash \mathcal{T}}\left|\hat{b}_{n}\right| \\
& =\|\hat{\mathbf{z}}\|_{\mathcal{A}}
\end{aligned}
$$

where we used that $|Q(\mathbf{r})|<1$ for $\mathbf{r} \notin \mathcal{T}$. This contradicts strong duality and implies that all optimal solutions must be supported on $\mathcal{T}$. Since the set of atoms with $\mathbf{r}_{n} \in \mathcal{T}$ are linearly independent, it follows that the optimal solution is unique.
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[^0]:    *Corresponding author

[^1]:    ${ }^{1}$ For simplicity we assume throughout that $B T$ is an odd integer.

[^2]:    ${ }^{2} \mathrm{~A}$ system is called underspread if its spreading function is supported on a rectangle of area much less than one.

[^3]:    ${ }^{3}$ The discussion in this section could analogously be conduced for a signal on a grid with different spacing in $\tau$ and in $\nu$-direction, i.e., $\{(m / K, n / \tilde{K})\}$ with $m=0, \ldots, K-1, n=0, \ldots, \tilde{K}-1$, and $K \neq \tilde{K}$.

[^4]:    ${ }^{4}$ The proposition continues to hold for the $a_{\ell}$ zero mean sub-Gaussian with variance $1 / L$.

