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I. INTRODUCTION

This document is a supplement to [1]. It provides complete proofs of auxiliary results in [1], which

are minor extensions of results available in the literature.

Notation: All notation conventions are adopted from [1]. For x ∈ Rn and T ⊆ {1, . . . , n}, we

let xT denote the |T |-dimensional subvector that consists of the components of x corresponding to the

indices in T .

II. THE MINKOWSKI DIMENSION COMPRESSION RATE OF MIXED DISCRETE-CONTINUOUS SOURCES

We begin by restating the result to be proved, namely [1, Proposition 3].

Proposition 3: Suppose that x is distributed according to [1, Definition 6]. Then, we have

RB(ε) = (1− λ)ρ1 + λρ2, (1)

for all ε ∈ (0, 1).

The proof of Proposition 3 provided below follows by adapting the arguments in the proof of [2, Thm.

15] to the signal separation setting. We start by stating an auxiliary lemma from [3, Thm. 4.16], whose

short proof is included for completeness.

Lemma 1: Every non-empty bounded set A ⊆ Rn with dimB(A) < n has Lebesgue measure zero.
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Proof: Suppose that Lebn(A) > 0. We then get the contradiction

0 = lim inf
δ→0

log Lebn(A)
log 1

δ

(2)

6 lim inf
δ→0

log
(
NA(δ)α(n, δ)

)
log 1

δ

(3)

= lim inf
δ→0

log
(
NA(δ)C(n)δ

n
)

log 1
δ

(4)

= dimB(A)− n (5)

< 0, (6)

where (2) is by Lebn(A) > 0, (3) follows by covering A with NA(δ) balls of radius δ where each ball

has volume α(n, δ), (4) is by α(n, δ) = δnα(n, 1) = δnC(n), (5) holds by definition of lower Minkowski

dimension [1, (3)], and (6) is by assumption.

Proof of Proposition 3: We begin with preparatory steps. Recall the role of the parameter λ in [1,

Definition 1] and the definition of concatenated source vectors x of mixed discrete-continuous distribution

in [1, Definition 6]. The cases λ = 0 and λ = 1 are equivalent to the case λ = 1/2, ρ1 = ρ2,

µd1
= µd2

, and µc1 = µc2 . We can therefore assume, without loss of generality, that 0 < λ < 1, and take

0
.
< ` = bλnc

.
< n.

Let Ai ⊆ R be the set of atoms of µdi
, i.e., values in Aci can only stem from the absolutely continuous

part µci . Since µdi
(Aci ) = 0, we have

E[1Ac
i
(Xj)] = µXj

(Aci )

=


ρ1, for i = 1, j ∈ {1, . . . , n− `}

ρ2, for i = 2, j ∈ {n− `+ 1, . . . , n}.

By the weak law of large numbers, we get for n→∞

1

n− `

n−∑̀
j=1

1Ac
1
(Xj)

P−−−→ ρ1 (7)

1

`

n∑
j=n−`+1

1Ac
2
(Xj)

P−−−→ ρ2. (8)

The assertion to be proved says that the Minkowski dimension compression rate is given by the average

number of entries in x that are drawn according to the absolutely continuous parts µci . We next define

the generalized support of a vector x ∈ Rn as

spt(x) := {i ∈ {1, . . . , n− `} | xi ∈ Ac1} ∪ {i ∈ {n− `+ 1, . . . , n} | xi ∈ Ac2},
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i.e., as the set of indices with the corresponding entries drawn from the absolutely continuous parts µci .

By (7), (8) we have

| spt(x)|
n

=
n− `
n

1

n− `

n−∑̀
j=1

1Ac
1
(Xj) +

`

n

1

`

n∑
j=n−`+1

1Ac
2
(Xj)

P−−−→ (1− λ)ρ1 + λρ2, (9)

where we used `/n = bλnc/n n→∞−−−→ λ as a consequence of λn − 1 < bλnc 6 λn, and similarly

(n− `)/n = (n− bλnc)/n n→∞−−−→ (1− λ) which follows by (1− λ)n 6 n− bλnc < (1− λ)n+ 1.

The proof strategy is to establish that

RB(ε) 6 (1− λ)ρ1 + λρ2 6 RB(ε), (10)

for all ε ∈ (0, 1), which, owing to RB(ε) 6 RB(ε), implies RB(ε) = RB(ε) = RB(ε) = (1− λ)ρ1 + λρ2

and hence finishes the proof. The main idea for establishing (10) is to consider sets of realizations that

have certain entries fixed to atoms of the discrete parts µdi
and the remaining entries drawn from the

absolutely continuous parts µci . We begin by establishing the left-hand inequality in (10). To this end,

we construct an approximate support set S for x, i.e., we find an S such that P[x ∈ S] > 1− ε, whose

Minkowski dimension is smaller than ((1−λ)ρ1+λρ2+κ)n, for κ > 0. First, note that by convergence

in probability in (9), we get

P
[∣∣∣∣ | spt(x)|n

− ((1− λ)ρ1 + λρ2)

∣∣∣∣ < κ

]
n→∞−−−→ 1, (11)

for all κ > 0. Setting

C := {x ∈ Rn | | spt(x)| < ((1− λ)ρ1 + λρ2 + κ)n}, (12)

it follows that P[x ∈ C] > P
[∣∣∣ | spt(x)|n − ((1− λ)ρ1 + λρ2)

∣∣∣ < κ
]
, which, in turn, implies

P[x ∈ C]
.
> 1− ε

2
(13)

(the choice of the constant ε/2 in (13) is motivated by the desire to get P[x ∈ S]
.
> 1− ε in (16) below).

In what follows T1 denotes a subset of {1, . . . , n− `} and T2 a subset of {n− `+ 1, . . . , n}. Next, we

formalize the idea of decomposing C into sets of possible realizations of the source that have certain

entries fixed to atoms zi ∈ Ai of the µdi
and the remaining entries drawn from the absolutely continuous

parts µci . Specifically, we decompose C according to

C =
⋃

|T1|+|T2|<((1−λ)ρ1+λρ2+κ)n

UT1,T2 (14)

with

UT1,T2 =
⋃

z1∈An−`−|T1|
1

⋃
z2∈A`−|T2|

2

UT1,T2,z1,z2

UT1,T2,z1,z2
= {x ∈ Rn | spt(x) = T1 ∪ T2, xT c

1
= z1,xT c

2
= z2}.
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Here, the set UT1,T2,z1,z2
consists of vectors whose entries corresponding to indices in T1 ∪ T2 result

from the absolutely continuous parts µci and the remaining entries are fixed to atoms of the discrete

parts µdi
. Note that UT1,T2,z1,z2

is contained in the (|T1| + |T2|)-dimensional affine space {x ∈ Rn |

xT c
1
= z1, xT c

2
= z2}, for z1 ∈ An−`−|T1|1 , z2 ∈ A`−|T2|2 . Since the collection of all sets UT1,T2,z1,z2

is

countable, we can relabel them as {Uj | j ∈ N} and rewrite (14) according to

C =
⋃
j∈N
Uj . (15)

There exists a J ∈ N and an r > 0 such that for S := Bn(0, r) ∩
⋃J
j=1 Uj we have

P[x ∈ S]
.
> 1− ε, (16)

since

P[x ∈ S] J,r→∞−−−−→ P[x ∈ C]
.
> 1− ε

2
,

by (13). Now

dimB(S) = max
j∈{1,...,J}

dimB(B
n(0, r) ∩ Uj) (17)

6 ((1− λ)ρ1 + λρ2 + κ)n, (18)

where (17) follows as upper Minkowski dimension is finitely stable [4, Sec. 3.2, (iii)], i.e., dimB(A∪B) =

max{dimB(A),dimB(B)} and in (18) we use a fact established next, namely dimB(B
n(0, r)∩Uj) 6 |T1|+

|T2|, where T1 and T2 correspond to Uj . First, note that Bn(0, r)∩Uj is a bounded subset of a (|T1|+|T2|)-

dimensional affine subspace, which, in particular, is a (|T1| + |T2|)-dimensional smooth manifold [?,

Ex. 1.24]. Then, apply [4, Sec. 3.2, (i)] to conclude that a bounded subset of a smooth m-dimensional

manifold has Minkowski dimension smaller than m, and finally use |T1|+ |T2| < ((1−λ)ρ1+λρ2+κ)n.

Combining (16) with (18), we obtain RB(ε) 6 λρ1+(1−λ)ρ2+κ and since κ was arbitrary this proves

that

RB(ε) 6 λρ1 + (1− λ)ρ2. (19)

We proceed to prove the right-hand inequality in (10). First, we set

D := {x ∈ Rn | | spt(x)| > ((1− λ)ρ1 + λρ2 − κ)n}. (20)

Next, we note that P[x ∈ D] > P
[∣∣∣ | spt(x)|n − ((1− λ)ρ1 + λρ2)

∣∣∣ < κ
]
, and by (11), we have, for ε ∈

(0, 1),

P[x ∈ D]
.
>

1 + ε

2
. (21)
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The choice of the constant (1+ ε)/2 < 1 is motivated by the desire to get a positive lower bound in (25)

below. Then, for a non-empty bounded set K with P[x ∈ K]
.
> 1− ε, we have

P[x ∈ (K ∩D)] = 1− P[x ∈ (Kc ∪ D)c] (22)

> 1− P[x ∈ Kc]− P[x ∈ Dc] (23)

.
> 1− ε−

(
1− 1 + ε

2

)
(24)

= (1− ε)/2. (25)

Moreover, we can write K ∩D as the union

K ∩D =
⋃

|T1|+|T2|>((1−λ)ρ1+λρ2−κ)n

VT1,T2 (26)

with

VT1,T2 =
⋃

z1∈An−`−|T1|
1

⋃
z2∈A`−|T2|

2

VT1,T2,z1,z2

VT1,T2,z1,z2
= {x ∈ K | spt(x) = T1 ∪ T2, xT c

1
= z1, xT c

2
= z2}.

Now, owing to P[x ∈ (K∩D)]
.
> (1−ε)/2 > 0, there exists at least one set VT1,T2,z1,z2

with |T1|+ |T2| >

((1− λ)ρ1 + λρ2 − κ)n and

µx(VT1,T2,z1,z2
)

.
> 0, (27)

which for this particular set VT1,T2,z1,z2
, in turn, implies that

dimB(K) > dimB(K ∩D) (28)

> dimB(VT1,T2,z1,z2
) (29)

= dimB({xT1∪T2 | x ∈ VT1,T2,z1,z2
}) (30)

.
> ((1− λ)ρ1 + λρ2 − κ)n, (31)

where (28) and (29) follow from the monotonicity of lower Minkowski dimension [4, Sec. 3.2, (ii)],

i.e., dimB(A) 6 dimB(B) for A ⊆ B, (30) holds by the definition of VT1,T2,z1,z2
, and (31) follows by

application of Lemma 1, since µx(VT1,T2,z1,z2
)

.
> 0 implies that the set {xT1∪T2 | x ∈ VT1,T2,z1,z2

} ⊆

R|T1|+|T2| has positive Lebesgue measure, and we used |T1| + |T2| > ((1 − λ)ρ1 + λρ2 − κ)n. Letting

κ → 0 we therefore established that dimB(K)/n
.
> (1 − λ)ρ1 + λρ2 for all bounded sets K satisfying

P[x ∈ K]
.
> 1− ε, which implies

RB(ε) > (1− λ)ρ1 + λρ2, (32)

and thereby finishes the proof.
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III. PROOF OF CONVERSE FOR MIXED DISCRETE-CONTINUOUS SOURCES

We begin by restating the result to be proved, namely [1, Proposition 4]. The proof follows by adapting

the converse part of [2, Thm. 6] to our setting.

Proposition 4: Suppose that x is distributed according to [1, Definition 6] and let ε ∈ (0, 1). Then,

the existence of a measurement matrix H = [A B] : Rn−`×R` → Rk and a corresponding measurable

separator g : Rk → Rn−` × R`, with k = bRnc, such that

P[g([A B]x) 6= x]
.
6 ε, (33)

imply R > RB(ε).

Proof: We have to show that for all ε ∈ (0, 1), all H = [A B] and corresponding measurable g,

(33) can hold only if

R > RB(ε). (34)

We can assume, without loss of generality, that (ρ1, ρ2) 6= (0, 0), as for (ρ1, ρ2) = (0, 0) we have

RB(ε) = 0 by Proposition 3 and R > 0 by definition. Fix κ > 0 such that κ < RB(ε)/2. Suppose, by

way of contradiction, that the rate R = RB(ε)− 2κ is achievable, i.e., there exists a measurement matrix

[A B] and a corresponding separator g achieving rate R with error probability ε for some 0 < ε < 1.

With k = bRnc and setting k′ = b(RB(ε)− κ)nc we have

k
.
< k′. (35)

Since R is achievable with error probability ε, it follows from [1, Definition 2] that for sufficiently large

n there exists a Borel set K, namely the set of realizations of x = [yT zT]T that is successfully separated,

on which [A B] is one-to-one and which moreover satisfies

P[x ∈ K]
.
> 1− ε. (36)

The mapping [A B] being one-to-one on K for sufficiently large n is equivalent to

ker([A B]) ∩ (K 	K) .
= {0}. (37)

The proof will be effected by showing that (37) leads to a contradiction. Repeating steps (22)–(27) in

the proof of Proposition 3, and using RB(ε) = (1− λ)ρ1 + λρ2 by Proposition 3, we see that there exist

support sets T1 ⊆ {1, . . . , n− `} and T2 ⊆ {n− `+1, . . . , n} and corresponding vectors z1 ∈ An−`−|T1|1

and z2 ∈ A`−|T2|2 , such that |T1|+ |T2| > (RB(ε)− κ)n > k′ and the corresponding set

VT1,T2,z1,z2
= {x ∈ K | spt(x) = T1 ∪ T2, xT c

1
= z1, xT c

2
= z2} (38)
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satisfies µx(VT1,T2,z1,z2
)

.
> 0. Now, let F := {xT1∪T2 | x ∈ VT1,T2,z1,z2

}. Since the discrete parts µdi

do not contribute to F , it follows that µx(VT1,T2,z1,z2
)

.
> 0 is possible only if Leb|T1|+|T2|(F)

.
> 0, and,

therefore, by the Steinhaus Theorem [5], there exists a ball B|T1|+|T2|(0, r) with radius r > 0 such that

B|T1|+|T2|(0, r)
.
⊆ F 	 F . Hence, with B := {x ∈ Rn | xT1∪T2 ∈ B|T1|+|T2|(0, r),x(T1∪T2)c = 0}, we

have B
.
⊆ VT1,T2,z1,z2

	VT1,T2,z1,z2
and, as VT1,T2,z1,z2

⊆ K by (38), it follows that B
.
⊆ K	K. The span

of the ball B|T1|+|T2|(0, r) is a (|T1|+ |T2|)-dimensional vector space, which together with |T1|+ |T2| > k′

implies that there exists a set of linearly independent vectors

{f1, . . . ,fk′} ⊆ B
.
⊆ K 	K. (39)

Moreover, since dim(ker([A B])) > n−k = n−bRnc, there exists a set of linearly independent vectors

{g1, . . . , gn−k} ⊆ ker([A B]). (40)

Since k
.
< k′ by (35), it follows that the union of the two sets on the left-hand sides in (39) and (40) is

linearly dependent when n is sufficiently large. This, in turn, implies that there exists a non-zero vector

v such that

v = α1f1 + . . . αk′fk′ = β1g1 + . . .+ βn−kgn−k, (41)

with α1, ..., αk′ , β1, ..., βn−k ∈ R. Noting that we can multiply (41) by an arbitrary constant, we may

assume that v ∈ B. Furthermore, by (40) we have v ∈ ker([A B]). We can therefore conclude that

B ∩ ker([A B])
.
6= {0}, which contradicts (37) as B

.
⊆ K 	K. Since κ can be chosen arbitrarily small,

this proves that the existence of a measurement matrix [A B] and a corresponding separator g achieving

error probability ε for some 0 < ε < 1 necessarily implies R > RB(ε) and thus completes the proof.
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