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Please note:
• Exam duration: 180 minutes
• Maximum number of points: 100
• You are allowed to use any printed or handwritten material (i.e., books,

lecture and discussion session notes, summaries), but no computers, ta-
blets, smart phones or other electronic devices.
• Your solutions should be explained in detail and your handwriting needs

to be clean and readable.
• Please do not use red or green pens. You may use pencils.
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Before you start:
1. The problem statements consist of 7 pages including this page. Please

verify that you have received all 7 pages.
2. Please fill in your name and your Legi-number below.
3. Please place an identification document on your desk so we can verify

your identity.

During the exam:
4. For your solutions, please use only the empty sheets provided by us.

Should you need more paper, please let us know.
5. Each problem consists of several subproblems. If you do not provide a

solution to a subproblem, you may, whenever applicable, nonetheless as-
sume its conclusion in the ensuing subproblems.

After the exam:
6. Please number all the sheets you want to hand in. Please specify below

the number of additional sheets you want to hand in (excluding the sheets
with the problem statements). All sheets containing problem statements
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Problem 1

Let {gk}Nk=1 and {hj}Nj=1 be orthonormal bases for CN , and let P be a probability distri-
bution on [N ] := {1, 2, . . . , N} such that

pn := Pt∼P(t = n) > 0, for all n ∈ [N ],

but otherwise arbitrary, where t denotes a random variable taking values in [N ]. Fur-
thermore, set

µ̃j := max
k∈[N ]

|〈gk, hj〉|, for j ∈ [N ],

and
κ := max

j∈[N ]
p−1j µ̃2

j .

For a set of scalar or vector quantities uj indexed by j ∈ [N ], we write ut for the random
variable taking on the value un on the event {t = n}, for each n ∈ [N ].

(a) Define a probability distribution P̃ on [N ] according to

Pt∼P̃(t = n) =
µ̃2
n

µ̃2
1 + · · ·+ µ̃2

N

, for n ∈ [N ].

(i) Show that
∑N

j=1 µ̃
2
j ≥ 1.

(ii) Show that κ−1 ≤ Et∼P̃
[
pt µ̃

−2
t

]
.

(iii) Use the inequality in (a)(ii) to show that κ ≥
∑N

j=1 µ̃
2
j , with equality if and

only if P = P̃ .

(b) Now, let t1, . . . , tm be independent samples drawn from the distribution P and
define a random matrix A ∈ Cm×N according to A`k = (mpt`)

− 1
2 〈gk, ht`〉, for ` ∈

[m], k ∈ [N ]. Furthermore, let x ∈ CN be an arbitrary s-sparse vector with ‖x‖2 =
1 and, for ` ∈ [m], define

X` = |〈x, Y`〉|2 − 1
m
,

where Y` = (A`1A`2 · · · A`N) is the complex conjugate of the `th row of A.

(i) Show that E [X`] = 0, |X`| ≤ sm−1κ, and E [|X`|2] ≤ sm−2κ.

(ii) Use Bernstein’s inequality together with the results of part (b)(i) to establish

P
(∣∣‖Ax‖22 − 1

∣∣ ≥ t
)
≤ 2 exp

(
−3t2m

8sκ

)
, for t ∈ (0, 1).
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Problem 2

In this problem you may use—without proof—the following form of the Hölder ine-
quality:

|〈x, y〉| ≤ ‖x‖1‖y‖∞, for all x, y ∈ CN ,

where 〈·, ·〉 denotes the standard inner product on CN .
For a vector u ∈ CN , a matrix B ∈ Cm×N , and a set S ⊂ {1, . . . , N}, we define

uS ∈ C|S| to be the vector obtained from u by keeping only the entries indexed by S,
and similarly, we define BS ∈ Cm×|S| to be the matrix obtained from B by keeping only
the columns indexed by S. We write im(B) and ker(B) for the column span and the
nullspace of B, respectively. We additionally define the complex sign of u as the vector
sgn(u) ∈ CN given by (

sgn(u)
)
k
=

uk/|uk|, if uk 6= 0

0, else
.

In the remainder of the problem we fix an x ∈ CN \{0}, let S = {k ∈ [N ] : xk 6= 0} be
its support, and define S = {1, . . . , N}\S. We also fix a matrixA ∈ Cm×N with columns
a1,a2, . . . ,aN ∈ Cm, assume that AH

SAS ∈ C|S|×|S| is invertible (where AH
S denotes the

Hermitian transpose of AS), and denote

α :=
∥∥(AH

SAS
)−1∥∥

2
·max
k∈S

∥∥AH
S ak

∥∥
2
,

where ‖ · ‖2 in the first factor denotes the matrix operator norm with respect to the
`2-norm on C|S|, i.e., ∥∥(AH

SAS
)−1∥∥

2
:= max

u∈C|S|

‖u‖2≤1

∥∥(AH
SAS

)−1
u
∥∥
2
.

(a) Let v ∈ CN be arbitrary and write z = x− v.

(i) Show that ‖x‖1 = 〈x, sgn(x)〉.

(ii) Establish
‖x‖1 ≤ ‖z‖1 − ‖vS‖1 + |〈v, sgn(x)〉|.

[Hint: Use ‖sgn(xS)‖∞ = 1 and ‖vS‖1 = ‖zS‖1.]

(b) Let v ∈ ker(A) be arbitrary.

(i) Show that AS vS + AS vS = 0.

(ii) Establish ‖vS‖2 ≤ α ‖vS‖1.

[Hint: Note that vS =
(
AH
SAS

)−1
AH
SAS vS and AS vS =

∑
k∈S akvk.]
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(c) Next, suppose that v ∈ ker(A) and u ∈ im(AH). Show that

|〈v, sgn(x)〉| ≤ ‖uS − sgn(xS)‖2 ‖vS‖2 + ‖uS‖∞ ‖vS‖1.

[Hint: Recall that im(AH) = (ker(A))⊥.]

(d) Suppose that there exists a u ∈ im(AH) satisfying the following condition:

α ‖uS − sgn(xS)‖2 + ‖uS‖∞ < 1.

(i) Use the results of parts (b) and (c) to show that

|〈v, sgn(x)〉| < ‖vS‖1, for all v ∈ ker(A) \ {0}.

(ii) Use (a)(ii) and (d)(i) to show that x is the unique solution to the following
optimization problem:

min
z∈CN

‖z‖1 subject to Az = Ax.
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Problem 3

We consider a class F of functions f : Rd → R that are b-uniformly bounded, i.e.,

‖f‖∞ ≤ b, ∀f ∈ F .

Given an integer n ≥ 1, recall the definition of empirical Rademacher complexity

Rn (F (xn1 ) /n) :=
1

n
Eε

[
sup
f∈F

∣∣∣∣∣
n∑
i=1

εif(xi)

∣∣∣∣∣
]
,

where xn1 := {x1, . . . , xn} with xi ∈ Rd, i = 1, . . . , n, is fixed and {εi}ni=1 is a sequence
of Rademacher random variables, i.e., εi takes the values +1 and −1 equiprobably, for
i = 1, . . . , n. The Rademacher complexity is then defined as

Rn (F) := EX [Rn (F (Xn
1 ) /n)] ,

where Xn
1 := {X1, . . . , Xn} and the Xi are i.i.d. random variables, for i = 1, . . . , n.

(a) Show that

Rn (F) ≤ Rn (F (Xn
1 ) /n) +

√
2b2 log(1/δ)

n
,

with probability at least 1− δ.

Hint: Show that the empirical Rademacher complexity satisfies the bounded difference
property and use the one sided bounded difference inequality (provided in the handout).

(b) Consider now two general classes of functions, F1 and F2, and define

F|·| := {|f1 − f2| | f1 ∈ F1 and f2 ∈ F2} .

Derive the following bound:

Rn

(
F|·| (xn1 ) /n

)
≤ 2Rn (F1 (x

n
1 ) /n) + 2Rn (F2 (x

n
1 ) /n) . (1)

Hint: Use the Ledoux-Talagrand contraction lemma provided in the handout.

(c) Define Fmax := {f : x 7→ max{f1(x), f2(x)} | f1 ∈ F1, f2 ∈ F2}. Using (1), derive
the following upper bound

Rn (Fmax (x
n
1 ) /n) ≤

3

2

(
Rn (F1 (x

n
1 ) /n) +Rn (F2 (x

n
1 ) /n)

)
.

Hint: First prove that max{a, b} = |a−b|+a+b
2

for all a, b ∈ R.
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Problem 4

In the last discussion session, we used, without providing a proof, a relation between
the metric entropy of a uniformly bounded class of functions and its VC dimension,
in the case where the latter is finite. The present problem is concerned with a slightly
weaker version of this result.

Namely, given a general set X , we consider a class of subsets of X , denoted by S,
and we assume that the corresponding class of indicator functions FS := {1S | S ∈
S} has finite VC dimension ν. Given a probability measure Q on X , we consider the
distance associated with the L1(Q)-norm on FS , i.e., the distance that assigns to 1S1 ∈
FS and 1S2 ∈ FS the value

‖1S1 − 1S2‖L1(Q) := EX∼Q [|1S1(X)− 1S2(X)|] .

The aim of this problem is to prove that FS has metric entropy N(δ;FS , L1(Q)) satisfy-
ing

N(δ;FS , L1(Q)) ≤ (2ν)2ν−1
(
3

δ

)2ν

. (2)

In order to establish (2), we fix δ > 0 and take {1S1 , . . . ,1SM
} to be a maximal δ-packing

of size M of FS in the L1(Q)-norm, that is

‖1Si
− 1Sj

‖L1(Q) > δ, ∀i 6= j.

We assume in what follows that ν ≥ 2 and δ is small enough for

3 log(M) > δ(ν + 1) (3)

to hold.

(a) Prove that the metric entropy N(δ;FS , L1(Q)) is upper-bounded according to

N(δ;FS , L1(Q)) ≤M.

(b) Given two distinct sets Si and Sj , we define their symmetric difference as

Si4 Sj := (Si ∪ Sj) \ (Si ∩ Sj).

Show that a random variable X drawn from Q satisfies

P [X /∈ (Si4 Sj)] < 1− δ.

Hint: Note that 1Si4Sj
(·) =

∣∣1Si
(·)− 1Sj

(·)
∣∣.
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(c) Suppose that we are given n samples Xk, k = 1, . . . , n, drawn i.i.d. from Q. Show
that, given distinct sets Si and Sj , the sets Si∩{X1, . . . , Xn} and Sj ∩{X1, . . . , Xn}
are distinct if and only if Xk ∈ (Si4 Sj) for at least one k ∈ {1, . . . , n}.

(d) Using the results of subproblems (b) and (c), show that the probability of all the
sets Si ∩ {X1, . . . , Xn}, for i = 1, . . . ,M , being distinct is at least 1−

(
M
2

)
(1− δ)n.

Hint: Note that, by subproblem (c), the complementary event of the sets Si∩{X1, . . . , Xn},
i = 1, . . . ,M , being distinct is equivalent to the existence of at least one pair of sets Si
and Sj among the

(
M
2

)
possible pairs such that Xk /∈ (Si4 Sj), for all k ∈ {1, . . . , n}.

(e) From now on, we take n = 3 log(M)
δ
− 1. Using the inequality (1− δ)n ≤ e−nδ

together with the assumptions (3) and ν ≥ 2, show that

1−
(
M

2

)
(1− δ)n ≥ 1−M2e−nδ > 0,

and deduce that there must exist a set of n points {x1, . . . , xn} from which S picks
out at least M subsets, i.e.,

M ≤ |S({x1, . . . , xn})|,

where S({x1, . . . , xn}) := {(1S(x1), . . . ,1S(xn)) | S ∈ S}.

(f) By upper-bounding |S({x1, . . . , xn})|, prove that

M ≤
(
3 log(M)

δ

)ν
. (4)

Hint: Use the Vapnik-Chervonenkis-Sauer-Shelah lemma (provided in the handout). You
will also need assumption (3) and n = 3 log(M)

δ
− 1.

(g) Conclude the proof of the desired result (2).

Hint: Using that te−t ≤ 1, for t ≥ 0, first prove that

sup
t≥0

(
t2νe−t

)
≤ (2ν)2ν−1,

and show that inequality (4) can be rewritten as

M ≤ log(M)2ν

M

(
3

δ

)2ν

.

You will also need the result established in subproblem (a).
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