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Theorem 1 (Bernstein’s inequality). Let X;,...,X,, be independent complex-valued random
variables with zero mean such that | X,| < B, for { € [m] and some constant B > 0. Further-
more assume that E [| X,|?] < o2, for constants o, > 0, { € [m]. Then, forall t > 0,
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Lemma (One sided bounded difference inequality). Suppose that f: (RY)" — R is such
that

where 02 =" | o7

|f(ZL’1, vy Lj—1y Ly L1y - - - ,l’n) — f(.?fl, ey i 1,Y, i1y - - - ,l’n)’ S L,

for every i = 1,...,n, every a7 = (x1,...,x,), and every y € R? Also suppose that the
random vector X = (X1, ..., X,,) has i.i.d. components. Then, we have
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P[E[f(X)] — f(X) > €] <e iz, Ve>0.

Lemma (Ledoux-Talagrand contraction). Let ¢: R — R be an L-Lipschitz function with
#(0) = 0 and F a class of functions. Let p o F == {¢p o f | f € F}. Then, we have

R ((¢ 0 F) (1) /n) < 2LRy (F (2) /n).-

Lemma (Vapnik-Chervonenkis, Sauer-Shelah). Consider a set class S with finite VC-dimension
v < 0. Then, for any collection of points P = (xy, ..., x,) with n > v, we have

s (1) < menr

where S(P) = {(1s(x1),...,1s(x,))| S € S}.



