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Problem 1

(a) Let

A(x) :=

(
1
1

)
x+

(
−1/4
−3/4

)
, x ∈ R

B(y) :=
(
2 −2

)
y, y ∈ R2.

Then, f1 = Φ1 := B ◦ ρ ◦A and L(Φ1) = 2, W(Φ1) = 2, M(Φ1) = 6, and B(Φ1) = 2.

(b) Let

Φ3 := B ◦ ρ ◦ A ◦B ◦ ρ ◦ A ◦B ◦ ρ ◦ A.

We have Φ3 = Φ1 ◦ Φ1 ◦ Φ1 = f1 ◦ f1 ◦ f1 = f3 and

(A ◦B)(y) =

(
2 −2
2 −2

)
y +

(
−1/4
−3/4

)
, y ∈ R2,

which satisfies B(Φ3) ≤ 2 as required. Moreover, L(Φ1) = 4, W(Φ1) = 2, and
M(Φ1) = 18.

(c) We will prove the claim by natural induction. It holds for n = 1 by definition of
f1. For the induction step n → n + 1 we first note that, owing to the induction
assumption,

fn(
1
2
− 2−(n+2)) = 2n(1

2
− 2−(n+2) − (1

2
− 2−(n+1)))

= 2n(2−n−1 − 2−n−2)

= 1
4

(1)

and

fn(
1
2
+ 2−(n+2)) = 2n(1

2
+ 2−(n+2) − (1

2
− 2−(n+1)))

= 2n(2−n−1 + 2−n−2)

= 3
4
.

(2)

Next, note that f1 is a monotonously increasing function which implies that fn
is monotonously increasing by virtue of being a composition of monotonously
increasing functions. Moreover, observe that f1, and therefore fn, maps from
[0, 1] into [0, 1], which means that fn(x) ≤ 1

4
ensures fn(x) ∈ [0, 1

4
] and, likewise,

fn(x) ≥ 3
4

ensures fn(x) ∈ [3
4
, 1]. Combined with (1) and (2) this implies

• for x ∈ [0, 1
2
− 2−(n+2)], that fn(x) ∈ [0, 1

4
] and thus fn+1 = f1(fn(x)) = 0,
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• for x ∈ [1
2
− 2−(n+2), 1

2
+ 2−(n+2)], that fn(x) ∈ [1

4
, 3
4
] and thus

fn+1 = f1(fn(x))

= f1(2
n(x− (1

2
− 2−(n+1))))

= 2(2n(x− (1
2
− 2−(n+1)))− 1

4
)

= 2n+1((x− (1
2
− 2−(n+1)))− 2−(n+2))

= 2n+1(x− (1
2
− 2−(n+1) + 2−(n+2)))

= 2n+1(x− (1
2
− 2−(n+2))),

• for x ∈ [1
2
+ 2−(n+2), 1], that fn(x) ∈ [3

4
, 1] and thus fn+1 = f1(fn(x)) = 1.

(d) As |H(x)− fn(x)| ≤ 1, for all x ∈ [0, 1], it follows that

∥H − fn∥2L2([0,1]) =

∫ 1

0

|H(x)− fn(x)|2dx

≤
∫ 1

2
+2−(n+1)

1
2
−2−(n+1)

1 dx

= 2−n,

and hence ∥H − fn∥L2([0,1]) ≤ 2−
n
2 . We can now take Φ1 realizing f1 from sub-

problem (a), define Φn := Φ1 ◦ Φn−1, for n ≥ 2, n ∈ N, and note that Φn = fn,
for n ∈ N. For ε ∈ (0, 1

2
), the ReLU neural network Ψε := Φ⌈2 log(ε−1)⌉ satisfies the

desired properties.

(e) For x ≤ 0 we have ρ(x) + ρ(−x) = −x = |x|, and for x ≥ 0, it holds that ρ(x) +
ρ(−x) = x = |x|.

(f) Note that g(x) = ∥x∥1 =
∑d

j=1 |xj|. We thus have g = Γ := C ◦ ρ ◦D with

D =



1 0 0 · · · 0
−1 0 0 · · · 0
0 1 0 · · · 0
0 −1 0 · · · 0

...

0 · · · 0 1 0
0 · · · 0 −1 0
0 · · · 0 0 1
0 · · · 0 0 −1



∈ R2d×d

and

C :=
(
1 1 · · · 1 1

)
∈ R1×2d.

We observe that L(Γ) = 2, W(Γ) = 2d, M(Γ) = 4d, and B(Γ) = 1.
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Problem 2

(a) Let n, d ∈ N. For k, k′ ∈ {0, . . . , n − 1}d with k ̸= k′, the functions Ik and Ik′ are
disjointly supported and hence

ρ∞(Ik, Ik′) = ∥Ik − Ik′∥L∞(Rd) = max{∥Ik∥L∞(Rd), ∥Ik′∥L∞(Rd)} = 1. (3)

(b) Let k ∈ {0, . . . , n − 1}d. Note that, owing to (3), the ε-ball around Ik contains
every element in Cn,d, if ε ≥ 1. Consequently, the singleton set {Ik} constitutes
an ε-covering of Cn,d. In contrast, for ε < 1, the ε-ball around Ik contains Ik only
and therefore we need to take all the elements of Cn,d in order to cover Cn,d. In
summary, noting that |Cn,d| = nd, we established

N(ε; Cn,d, ρ∞) =

{
1, ε ≥ 1

nd, ε < 1
.

(c) Note that the set

Bε,n,d := {jεIk : k ∈ {0, . . . , n− 1}d, j ∈ {0, . . . , ⌊ε−1⌋}}

is an ε-covering of C∗
n,d, as, for every k ∈ {0, . . . , n − 1}d and α ∈ [0, 1], we have

⌊αε−1⌋εIk ∈ Bε,n,d and

∥αIk − ⌊αε−1⌋εIk∥L∞(Rd) = |α− ⌊αε−1⌋ε|
= α− ⌊αε−1⌋ε
≥ α− (αε−1 − 1)ε

= α− α + ε

= ε,

owing to ⌊αε−1⌋ε ≤ α and ⌊αε−1⌋ ≥ αε−1 − 1. Moreover, it holds that

|Bε,n,d| = |{0, . . . , n− 1}d| · |{0, . . . , ⌊ε−1⌋}| = nd(⌊ε−1⌋+ 1) ≤ 2ndε−1.

We thus get

N(ε; C∗
n,d, ρ∞) ≤ 2ndε−1,

which establishes the claim with b = 2.

(d) Note that

Aε,n,d := {j(⌈ε−1⌉ − 1)−1Ik : k ∈ {0, . . . , n− 1}d, j ∈ {1, . . . , ⌈ε−1⌉ − 1}}

is a subset of C∗
n,d as j(⌈ε−1⌉− 1)−1 ∈ [0, 1], for j ∈ {1, . . . , ⌈ε−1⌉− 1}. The set Aε,n,d

is furthermore an ε-packing of C∗
n,d as, for k, k′ ∈ {0, . . . , n− 1}d, with k ̸= k′, and

j, j′ ∈ {1, . . . , ⌈ε−1⌉ − 1}, we have

∥j(⌈ε−1⌉ − 1)−1Ik − j′(⌈ε−1⌉ − 1)−1Ik′∥L∞ = max{j(⌈ε−1⌉ − 1)−1, j′(⌈ε−1⌉ − 1)−1}
≥ (⌈ε−1⌉ − 1)−1

> ε,
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and, for k ∈ {0, . . . , n− 1}d and j, j′ ∈ {1, . . . , ⌈ε−1⌉ − 1}, with j ̸= j′, we have

∥j(⌈ε−1⌉ − 1)−1Ik − j′(⌈ε−1⌉ − 1)−1Ik∥L∞ = |(j − j′)(⌈ε−1⌉ − 1)−1|
≥ (⌈ε−1⌉ − 1)−1

> ε.

Moreover, it holds that

|Aε,n,d| = |{0, . . . , n− 1}d| · |{1, . . . , ⌈ε−1⌉ − 1}| = nd(⌈ε−1⌉ − 1) ≥ 1
2
ndε−1,

where we used ε ∈ (0, 1
2
). We thus get

M(ε; C∗
n,d, ρ∞) ≥ 1

2
ndε−1,

which proves the claim with a = 1
2
.
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Problem 3

(a) The dichotomy
{
X+

1 , X
−
1

}
is said to be homogeneously linearly separable if there

exists a nonzero vector w1 ∈ Rd such that

⟨x,w1⟩ > 0, for all x ∈ X+
1 ,

⟨x,w1⟩ < 0, for all x ∈ X−
1 ,

and it is said to be ϕ-separable if there exists a nonzero vector w2 ∈ Rm such that

⟨ϕ(x), w2⟩ > 0, for all x ∈ X+
1 ,

⟨ϕ(x), w2⟩ < 0, for all x ∈ X−
1 .

(b) Suppose, for the sake of contradiction, that {X+
2 , X

−
2 } is homogeneously linearly

separable. Then, there would exist a nonzero vector w = (u, v) so that

⟨x, (u, v)⟩ > 0, for all x ∈ X+
2 ,

⟨x, (u, v)⟩ < 0, for all x ∈ X−
2 ,

which corresponds to

⟨(−1, 0), (u, v)⟩ =−u > 0, (4)
⟨(1, 0), (u, v)⟩ = u > 0, (5)
⟨(0, 1), (u, v)⟩ = v < 0, (6)

⟨(0,−1), (u, v)⟩ =− v < 0. (7)

Relations (4)-(5) can not hold simultaneously, which establishes the desired con-
tradiction. Let ϕ(x1, x2) = x2

1 − x2
2, (x1, x2) ∈ R2, and take w = 1. We then have

⟨ϕ(−1, 0), 1⟩ = 1 > 0, (8)
⟨ϕ(1, 0), 1⟩ = 1 > 0, (9)
⟨ϕ(0, 1), 1⟩ =− 1 < 0, (10)

⟨ϕ(0,−1), 1⟩ =− 1 < 0, (11)

and therefore the dichotomy {X+
2 , X

−
2 } is ϕ-separable.

(c) Let fi ∈ F , i = 1, 2, 3, 4, be given by

f1(x) = sgn
(
sin

(
−π

2

))
, x ∈ R, (12)

f2(x) = sgn
(
sin

(
πx− π

2

))
, x ∈ R, (13)

f3(x) = sgn
(
sin

(
−πx+

π

2

))
, x ∈ R, (14)

f4(x) = sgn
(
sin

(
π

2

))
, x ∈ R, (15)
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such that

f1(0) = sgn
(
sin

(
−π

2

))
= 0, f1(1) = sgn

(
sin

(
−π

2

))
= 0, (16)

f2(0) = sgn
(
sin

(
−π

2

))
= 0, f2(1) = sgn

(
sin

(
π

2

))
= 1, (17)

f3(0) = sgn
(
sin

(
π

2

))
= 1, f3(1) = sgn

(
sin

(
−π

2

))
= 0, (18)

f4(0) = sgn
(
sin

(
π

2

))
= 1, f4(1) = sgn

(
sin

(
π

2

))
= 1. (19)

In summary, for (x1, x2) = (0, 1) and every (y1, y2) ∈ {0, 1}2, there exists an f ∈ F
such that f(xi) = yi, i = 1, 2. By Lemma 1 in the Handout, F hence shatters {0, 1}.

(d) We shall first show that ΠG(1) = 1 implies |G| = 1. Suppose that ΠG(1) = 1
and assume, for the sake of contradiction, that |G| ≥ 2. Then, there would exist
f1, f2 ∈ G and a ∈ R such that

f1(a) ̸= f2(a), (20)

which, in turn, implies

ΠG(1) = max{|G|X | : X ⊆ R, |X| = 1} (21)
≥ |G|{a}| (22)
≥ |{f1|{a}, f2|{a}}| (23)
=2, (24)

where (21) follows from the definition of the growth function (See Definition 5 in
the Handout), and in (23) we used that f1|{a}, f2|{a} ∈ G|{a} are distinct according
to (20). The resulting inequality ΠG(1) ≥ 2 contradicts the assumption ΠG(1) = 1,
and therefore we must have |G| = 1. Since |G| = 1, it follows that |G|X | = 1, for all
X ⊆ R, and therefore ΠG(N) = max{|G|X | : X ⊆ R, |X| = N} = 1, for all N ∈ N.

(e) The proof is effected by establishing that VC(F) ≥ n, for all n ∈ N. Fix n ∈ N and
set X = (xi)

n
i=1 = (4i)ni=1. For y = (yi)

n
i=1 ∈ {0, 1}n, let fy ∈ F be given by

fy(x) = sgn
(
sin

(( n∑
j=1

4−jyj

)
πx− π

2

))
, x ∈ R.

We shall show that fy(xi) = sgn(sin((
∑n

j=1 4
−jyj)πxi − π

2
)) = yi, for i = 1, . . . , n.

To this end, we fix i ∈ {1, . . . , n} and note that( n∑
j=1

4−jyj

)
πxi −

π

2
(25)

=

( n∑
j=1

4−jyj

)
π4i − π

2
(26)

=

( ∑
j∈{1,...,n}

j<i

4−j+iyj

)
π +

(
yi −

1

2

)
π +

( ∑
j∈{1,...,n}

j>i

4−j+iyj

)
π. (27)
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Since
∑

j∈{1,...,n}
j<i

4−j+iyj is an integer multiple of 2, we can write( ∑
j∈{1,...,n}

j<i

4−j+iyj

)
π = 2kπ, (28)

for some k ∈ N (depending on y and i). Moreover, we have∣∣∣∣( ∑
j∈{1,...,n}

j>i

4−j+iyj

)
π

∣∣∣∣ ≤ ∞∑
k=1

4−kπ ≤ π

3
, (29)

where we used |yj| ≤ 1, for j = 1, . . . , n, as yj ∈ {0, 1}. Substituting (28) and (29)
into (25)-(27) yields

2kπ +

(
yi −

1

2

)
π − π

3
≤

( n∑
j=1

4−jyj

)
πxi −

π

2
≤ 2kπ +

(
yi −

1

2

)
π +

π

3
,

which, in turn, implies( n∑
j=1

4−jyj

)
πxi −

π

2
∈

{[
2kπ + π

2
− π

3
, 2kπ + π

2
+ π

3

]
, if yi = 1,[

2kπ − π
2
− π

3
, 2kπ − π

2
+ π

3

]
, if yi = 0,

and hence

fy(xi) = sgn
(
sin

(( n∑
j=1

4−jyj

)
πxi −

π

2

))
= yi.

In summary, for every y = (yi)
n
i=1 ∈ {0, 1}n, there exists a function fy ∈ F such

that fy(xi) = yi, for i = 1, . . . , n. Hence, by Lemma 1 in the Handout, F shatters
{xi}ni=1, which, in turn, implies VC(F) ≥ n. As VC(F) ≥ n holds for all n ∈ N,
we must have VC(F) = ∞.
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Problem 4

(a) The plot of the function p is given below.

x

p(x)

1
4

1
2

3
4

10

1
4

−1
4

The function p is continuous on [0, 1
2
) and (1

2
, 1], by the definition of p, continuous

at 1
2

as

lim
ε→0+

p

(
1

2
+ ε

)
= lim

ε→0−
p

(
1

2
+ ε

)
= p

(
1

2

)
= −1

4
,

and therefore continuous on its entire domain [0, 1]. Moreover, p is differentiable
on [0, 1]\{1/2} with |p′(x)| = 1, for x ∈ [0, 1]\{1/2}. For x, y ∈ [0, 1] with x ≤ y,
we have

|p(x)− p(y)| =
∣∣∣∣∫

[x,y]\{1/2}
p′(z) dz

∣∣∣∣ ≤ ∫
[x,y]\{1/2}

|p′(z)| dz = y − x = |x− y|,

which establishes that p ∈ H1([0, 1]).

(b) For n ∈ N and y = (y0, . . . , yn) ∈ {0, 1}n+1, let hy : [0, 1] 7→ R be given by

hy(x) =


2yi − 1

2n
, for x =

i

n
, i = 0, . . . , n,

2yi − 1

2n
+ (yi+1 − yi)

(
x− i

n

)
, for x ∈

(
i

n
,
i+ 1

n

)
, i = 0, . . . , n− 1.

Hence, the first requirement, namely,

hy

( i

n

)
=

2yi − 1

2n
, for i = 0, . . . , n, (30)

is trivially met. Applying the function sgn to both sides of (30) yields

sgn
(
hy

( i

n

))
= yi, for i = 0, . . . , n, (31)

as desired. It remains to show that hy ∈ H1([0, 1]). For i = 0, . . . , n− 1, we have

hy(x) =
2yi − 1

2n
+ (yi+1 − yi)

(
x− i

n

)
, for x ∈

[
i

n
,
i+ 1

n

]
,

by the definition of hy, which implies that hy is continuous on [ i
n
, i+1

n
]. There-

fore, hy is continuous on ∪n−1
i=0 [

i
n
, i+1

n
] = [0, 1], which is the entire domain of

hy. Moreover, the function hy is differentiable on [0, 1]\{ i
n
}ni=0 with |h′

y(x)| ≤
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supi=0,...,n−1 |yi+1 − yi| ≤ 1, for x ∈ [0, 1]\{ i
n
}ni=0. Then, for x, y ∈ [0, 1] with x ≤ y,

we have

|hy(x)− hy(y)| =
∣∣∣∣∫

[x,y]\{ i
n
}ni=0

h′
y(z) dz

∣∣∣∣ ≤ ∫
[x,y]\{ i

n
}ni=0

|h′
y(z)| dz ≤ y − x = |x− y|,

which, combined with the continuity of hy, implies hy ∈ H1([0, 1]).

(c) For n ∈ N, y = (y0, . . . , yn) ∈ {0, 1}n+1, and g : [0, 1] 7→ R, suppose that

sup
x∈[0,1]

|hy(x)− g(x)| ≤ 1

4n
.

Then, for i = 0, . . . , n, we have

g

(
i

n

)
≥ hy

(
i

n

)
−

∣∣∣∣hy

(
i

n

)
− g

(
i

n

)∣∣∣∣ ≥ 1

2n
− 1

4n
> 0, if yi = 1, (32)

g

(
i

n

)
≤ hy

(
i

n

)
+

∣∣∣∣hy

(
i

n

)
− g

(
i

n

)∣∣∣∣ ≤ − 1

2n
+

1

4n
< 0, if yi = 0, (33)

where we used hy(
i
n
) = 2yi−1

2n
and the assumption supx∈[0,1] |hy(x) − g(x)| ≤ 1

4n
.

From (32) and (33), we can now conclude that

sgn
(
g
( i

n

))
= yi.

(d) Suppose, for the sake of contradiction that, there is no h ∈ H1([0, 1]) such that

sup
x∈[0,1]

|h(x)− Φ(x)| > 1

4CW 2L2(log(W ) + log(L))
, for all Φ ∈ N (W,L). (34)

This would then imply that, for every h ∈ H1([0, 1]), there exists a Φ ∈ N (W,L)
(depending on h) so that

sup
x∈[0,1]

|h(x)− Φ(x)| ≤ 1

4CW 2L2(log(W ) + log(L))
. (35)

Let n = VC(sgn(N (W,L))) and fix y = (y0, . . . , yn) ∈ {0, 1}n+1. Then, by subprob-
lem (b), there exists an hy ∈ H1([0, 1]) satisfying

hy

( i

n

)
=

2yi − 1

2n
, for i = 0, . . . , n, (36)

and

sgn
(
hy

( i

n

))
= yi, for i = 0, . . . , n. (37)

By the contradictory assumption, there exists a Φy ∈ N (W,L), depending on hy,
such that

sup
x∈[0,1]

|hy(x)− Φy(x)| ≤
1

4CW 2L2(log(W ) + log(L))
, (38)

which, combined with the VC dimension upper bound VC(sgn(N (W,L))) ≤
CW 2L2(log(W ) + log(L)) and n = VC(sgn(N (W,L))), yields

sup
x∈[0,1]

|hy(x)− Φy(x)| ≤
1

4n
. (39)
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Application of the result in subproblem (c), with the requisite condition satisfied
thanks to (39), yields

sgn
(
Φy

(
i

N

))
= yi, for i = 0, . . . , n.

Since the choice of y was arbitrary, we, indeed, have shown that, for X = (xi)
n
i=0 =(

i
n

)n
i=0

and every y = (yi)
n
i=0 ∈ {0, 1}n+1, there exists a function sgn ◦ Φy ∈

sgn(N (W,L)), depending on y, so that

(sgn ◦ Φy)(xi) = yi, for i = 0, . . . , n.

Finally, application of Lemma 1 in the Handout yields that sgn(N (W,L)) shatters
X = (xi)

n
i=0 and hence

VC(sgn(N (W,L))) = n+ 1 > n = VC(sgn(N (W,L))),

which establishes the desired contradiction.
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